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Abstract

This work introduces a method for the identification of linear stiffness and viscous damping parameters from a one-degree-of-freedom force-displacement cycle. Using an original approach, the stiffness parameter is derived by a least-square formula from the discrete input force-displacement point coordinates of the loop. The damping ratio is obtained in a classic manner from the quotient of absorbed and elastic energy. The obtained stiffness and damping parameters are proposed to be used, with the known mass, as an equivalent linear mass-spring-damper that should predict the response to a known load for the original nonlinear system associated to the input force-displacement cycle. As an example study, the effectiveness of such prediction is qualitatively shown for the case of the steady-state response to a harmonic load for a particular hysteretic numerical model by using a range of values for some dimensionless parameters. This kind of study is susceptible to be extended to other kinds of loading and numerical and experimental hysteretic models as well as to other identification procedures available in the literature.
1 INTRODUCTION

Proposals of equivalent linear mass-spring-damper models that may substitute a non-linear one-degree-of-freedom system are very diffuse in the literature and have gained relevance in the last decades especially with the development of displacement based design methods. Assuming that the mass is well known, two parameters (stiffness and viscous damping) need to be determined for the equivalent linear model. For systems with more degrees of freedom, also the choice of the mass represents another parameter, but such systems are out of the scope of current report.

As it is reported in the study produced by Dwairi et. al (2007) for example, the earliest contribution in this field is from Jacobsen (1930), who adopts as equivalent parameters a stiffness equal to the initial one and a damping coefficient based on the equality of the dissipated energy per cycle between the original nonlinear system and the substitute linear system. The same substitute system is adopted by the Direct Displacement-Based Design method for nonlinear structures proposed by Priestley (1993) with the difference of using the secant stiffness at the maximum reached displacement instead of the initial stiffness. The use of the secant stiffness combined with Jacobsen’s equivalent damping was proposed by Rosenblueth and Herrera (1964) and is well perceived by the designers because of its simplicity in the computations and its natural integration with the use of linear design spectra. The passage from using the initial stiffness to the secant one and other proposed definitions of stiffness is also referred as period shift in the literature (e.g., Dwairi et. al, 2007).

In the current work, for the selection of the stiffness parameter, a different choice is done, which presumably represents an original approach. The stiffness is computed as the slope of the linear regression line of the force values with respect to the displacement values in the loop. This is equivalent to finding a straight line that minimizes the quadratic error of the force values with respect to it. Such slope will be called here least-square stiffness.

The concept of least-square identification is, of course, very diffuse and, in the experience of the authors, is also present in a different form in other equivalent linear models such as the Spatial Model, which, for example, are able to identify full matrices of stiffness and damping of multi-degree-of-freedom systems from the time response of the system in terms of force and displacement vectors (Ewins, 1984). We have proposed and extensive used such model (Molina et al, 1999), particularly for the assessment of the errors in the seismic test setup system (Molina et al, 2011, 2013), but also for the prediction of the response of the structure itself to demand spectra different than the ones associated to the input data (Molina et al, 2016). At the same time, we have been also using the least-square stiffness for obtaining a linear approximation to experimental loops coming from cyclic tests and allowing to do predictions that were confirmed in many cases by the successive seismic experiments on the same specimen (Dal Lago and Molina, 2018, for example). The objective of the current work is to present the formulation of the least-square stiffness and the potential use of it.

In this report, the least-square stiffness identification, is combined with Jacobsen’s equivalent damping, even though other possibilities can be imagined, and successively an example study is performed on the prediction error of such model for the steady-state response to harmonic loading. The numerical nonlinear law adopted for this demonstrative study is done by superposing a linear elastic force and a Giuffre and Pinto (1970) dissipative force.
2 PROPOSED METHOD FOR THE IDENTIFICATION

The method proposed here allows to identify a linear equivalent stiffness and a viscous equivalent damping from a given restoring force-displacement cycle. The relationship of the force-displacement data with time is ignored so that, in principle, they may come from any viscous or hysteretic model or any experimental measurements.

2.1 Energy ratio for a linear mass-spring-damper oscillator

The equivalence can be based on the assumption that the considered cycle is obtained during a period of oscillation at resonance of a single-degree-of-freedom linear viscous mass-spring-damper. Without knowing the time dependency, for that oscillator, the frequency itself and the mass cannot be identified, but the damping and the stiffness can be estimated from the shape of the cycle if we assume certain conditions to happen. The energy ratio is one of such conditions.

Consider first the motion of a linear mass-spring-damper oscillator:

\[ ma + cv + kd = f_{\text{ext}}(t) \quad (1) \]

which is written under its canonical form as

\[ a + 2\xi \omega v + \omega^2 d = \omega^2 f(t)/k \quad (2) \]

with the natural angular frequency \( \omega \) and the viscous damping ratio \( \xi \) introduced as:

\[ \omega^2 = \frac{k}{m} \quad 2\xi \omega = \frac{c}{m} = \omega^2 \frac{c}{k} \quad (3) \]

When subjected to an external harmonic force

\[ f_{\text{ext}}(t) = f_{\text{ext}}^0 \sin(\tilde{\omega}t) \quad (4) \]

in steady state, the system oscillates at the same angular frequency \( \tilde{\omega} \) of the loading according to

\[ d(t) = D \sin(\tilde{\omega}t + \theta) \]
\[ v(t) = \tilde{\omega}D \cos(\tilde{\omega}t + \theta) \]
\[ a(t) = -\tilde{\omega}^2D \sin(\tilde{\omega}t + \theta) \quad (5) \]

with solution

\[ D = \frac{f_{\text{ext}}^0/k}{\sqrt{(1 - \tau^2)^2 + (2\xi \tau)^2}} \quad \theta = \tan^{-1}\left(\frac{2\xi \tau}{\tau^2 - 1}\right) \quad \tau = \frac{\tilde{\omega}}{\omega} \quad (6) \]

The maximum amplitude of this oscillation (resonance) is obtained for a frequency close to the natural frequency

\[ \frac{\tilde{\omega}_{\text{RESONANCE}}}{\omega} = \tau_{\text{RESONANCE}} = \sqrt{1 - 2\xi^2} \quad (7) \]

for which the maximum amplitude of displacement \( D \) is reached as

\[ D_{\text{RESONANCE}} = \frac{f_{\text{ext}}^0/k}{2\xi \sqrt{1 - \xi^2}} \quad (8) \]

Consider now the total structural (restoring) force
\[ f_r = cv + kd \]  \hspace{1cm} (9)

As a function of \( d \). An example is shown in Figure 1 for \( k = 1, \omega = 1, \delta = 1 \) and \( \xi = 15/100 \).

**Figure 1 – Force & displacement vs. time (left) and force vs. displacement (right)**

The integral of this force over the displacement cycle gives the dissipated energy

\[ E_{abs} = \int f_r(d)dd = \int_0^{2\pi/\bar{\omega}} f_r(t) v \, dt = \int_0^{2\pi/\bar{\omega}} (cv + kd) v \, dt \]  \hspace{1cm} (10)

And, according to equation (5), clearly the same results are obtained considering only the viscous force in the integral.

\[ E_{abs} = \int_0^{2\pi/\bar{\omega}} cv^2 \, dt = \frac{12\pi}{2\bar{\omega}} cD^2\bar{\omega} = \pi cD^2\bar{\omega} \]  \hspace{1cm} (11)

Then, the maximum elastic energy stored during the cycle is obtained for \( d = D \) as

\[ E_{el} = \frac{kD^2}{2} \]  \hspace{1cm} (12)

giving an energy ratio of

\[ \frac{E_{abs}}{E_{el}} = \frac{2\pi c\bar{\omega}}{k} = \frac{4\pi \xi \bar{\omega}}{\omega} \]  \hspace{1cm} (13)
which, when exciting at the natural frequency, leads exactly to
\[
\frac{E_{\text{abs}}}{4\pi E_{\text{el}}} = \xi
\]  
(14)

and, at the frequency of resonance (7), anyway leads to approximately the same value
\[
\frac{E_{\text{abs}}}{4\pi E_{\text{el}}} = \xi\sqrt{1 - 2\xi^2} = \xi + \xi^3 + O(\xi^5) \approx \xi
\]  
(15)

Formula (14) was proposed by Jacobsen (1930). Note that for applying formula (14), the shape of the loop is used for obtaining the absorbed energy, but an additional condition allowing the estimation of the stiffness is also required for obtaining the elastic energy. In the following section, least-square identification for the estimation of the stiffness is presented.

It must be noted that, in the case of a force-displacement loop coming from a viscous model, the determination of the damping ratio based on the energy quotient (14) may be far from accurate for predictions of the response to harmonic load if the excitation frequency is not confirmed to be close to the natural one (see equation (13)). On the other hand, the most interesting application of such formula should be for loops coming from hysteretic models as it is typical in the literature (a short example study on the prediction error for such a case is included in the current document at Chapter 3).

### 2.2 Estimation of the stiffness by a least-square (LS) approach

While the estimation of the damping ratio based on the quotient of energy (14) is used by many authors, for the estimation of the stiffness, we propose here an approach, based on a least square identification, that we consider original.

Let us define an approximation of the restoring force as a linear function of the displacement
\[
\bar{f}_r(t) = f_0 + k_{\text{LS}} \, d(t)
\]  
(16)

where \(f_0\) is the zero ordinate and \(k_{\text{LS}}\) is the slope of the line. The square “error” or ordinate distance of the restoring force data \(f_r(t)\) to the straight line \(\bar{f}_r\) (16) is
\[
\varepsilon(f_0, k_{\text{LS}}) = \int_0^T (f_r(t) - \bar{f}_r(t))^2 dt
\]  
(17)

which minimization with respect to the \(f_0\) and \(k_{\text{LS}}\) parameters yields to the equations
\[
\int_0^T f_r(t) dt = f_0 \int_0^T dt + k_{\text{LS}} \int_0^T d(t) dt
\]
\[
\int_0^T f_r(t) d(t) dt = f_0 \int_0^T d(t) dt + k_{\text{LS}} \int_0^T d^2(t) dt
\]  
(18)

The solution of equations (18) renders the LS (least-square) identified stiffness
\[
k_{\text{LS}} = \frac{T \int_0^T f_r(t) d(t) dt - \int_0^T f_r(t) dt \int_0^T d(t) dt}{T \int_0^T d^2(t) dt - \left( \int_0^T d(t) dt \right)^2}
\]  
(19)

and the zero ordinate of the linear model

\[
f_0 = \frac{\int_0^T f_r(t) dt}{T}
\]
\[ f_0 = \frac{\int_0^T f_r(t) dt - k_{LS} \int_0^T d(t) dt}{T} \] (20)

being

\[ T = \int_0^T dt \] (21)

the time duration of the cycle. In fact, equations (19) and (20) represent the linear regression of the force-displacement loop.

Two interesting properties of the LS stiffness estimation (19) for two types of generic problems will be pointed out now in the following two subsections.

### 2.2.1 LS stiffness in the case of a linear spring with a viscous damper

In the case of a linear spring with a viscous damper represented by equation (9), from the definition (19) we have that

\[ k_{LS} = \frac{T \int_0^T (cv(t) + kd(t)) d(t) dt - \int_0^T (c v(t) + k d(t)) d(t) dt}{T \int_0^T d^2(t) dt - \left( \int_0^T d(t) dt \right)^2} \]

\[ = \frac{T \left( c \int_0^T v(t) d(t) dt + k \int_0^T d^2(t) dt \right) - \left( c \int_0^T v(t) d(t) dt + k \int_0^T d(t) dt \right) \left( \int_0^T d(t) dt \right)}{T \int_0^T d^2(t) dt - \left( \int_0^T d(t) dt \right)^2} \] (22)

Then, assuming a closed displacement loop,

\[ \int_0^T v(t) d(t) dt = \int_{d(0)}^{d(T)} \ d\ d = \frac{d^2(T) - d^2(0)}{2} = 0 \] (23)

and

\[ \int_0^T v(t) d(t) dt = \int_{d(0)}^{d(T)} \ d\ d = d(T) - d(0) = 0 \] (24)

Which results in the property of the LS stiffness of being equal to the stiffness of the original spring independently of the time variation of the displacement as far as it represents a closed loop

\[ k_{LS} = k \] (25)

### 2.2.2 LS stiffness in the case of a general nonlinear loop of fixed shape

On the other hand, for a general nonlinear hysteretic loop of fixed shape, even though the LS stiffness defined by equation (19) may depend on the particular time variation of the displacement and force, its value is not altered when the time variable is multiplied by any constant scale factor \( \lambda \). Say

\[ t = \lambda t_i; \quad T = \lambda T_1 \] (26)

with a constant loop shape that does not depend on the time scale.
\[ d(t) = d_i(t_1); \quad f_r(t) = f_{r_i}(t_1) \]  \hspace{1cm} (27)

Then

\[
[k_{LS}]_{t_1} = \frac{T \int_0^T f_r(t) d(t) dt - \int_0^T f_r(t) dt \int_0^T d(t) dt}{T \int_0^T d^2(t) dt - \left( \int_0^T d(t) dt \right)^2}
\]

\[
= \frac{\lambda T_1 \int_0^{T_1} f_{r_1}(t_1) d_1(t_1) dt_1 - \int_0^{T_1} f_{r_1}(t_1) \lambda dt_1 \int_0^{T_1} d_1(t_1) \lambda dt_1}{\lambda T_1 \int_0^{T_1} d_1^2(t_1) \lambda dt_1 - \left( \int_0^{T_1} d_1(t_1) \lambda dt_1 \right)^2}
\]

\[
= \frac{T_1 \int_0^{T_1} f_{r_1}(t_1) d_1(t_1) dt_1 - \int_0^{T_1} f_{r_1}(t_1) dt_1 \int_0^{T_1} d_1(t_1) dt_1}{T_1 \int_0^{T_1} d_1^2(t_1) dt_1 - \left( \int_0^{T_1} d_1(t_1) dt_1 \right)^2} = [k_{LS}]_{t_1}
\]  \hspace{1cm} (28)

Showing that, assuming a pure hysteretic behaviour, the result does not depend on the adopted time scale, or frequency of oscillation.

### 2.3 Proposed procedure for the identification method

For practical application, the procedure for the estimation of the equivalent linear stiffness and damping starts from the given discrete values of restoring force and displacement of the cycle.

Namely, if the data of the force-displacement loop is given as discrete points

\[ f_r(n) = f_{r_i}(n); \quad d(n) = d(t_n) \quad n = 1 \ldots N \]  \hspace{1cm} (29)

The minimization of the square “error” of the force values with respect to a straight line

\[ \bar{f}_r(n) = f_0 + k d(n) \]  \hspace{1cm} (30)

Leads to the LS estimated stiffness given by the linear-regression formula

\[ k_{LS} = \frac{N \sum (d(n) f_r(n)) - (\sum d(n)) \sum f_r(n)}{N \sum d(n)^2 - (\sum d(n))^2} \]  \hspace{1cm} (31)

which is the discrete version of equation (19).

Now, the absorbed energy is computed using the trapezoidal rule as

\[ E_{abs} = \sum_{n=2}^{N} f_{av}(n) (d(n) - d(n - 1)) \]  \hspace{1cm} (32)

where \( f_{av}(n) \) is the average force

\[ f_{av}(n) = \frac{f_r(n) + f_r(n - 1)}{2} \]  \hspace{1cm} (33)

Then, for the estimation of the elastic energy, the loop amplitude is computed as

\[ D = \frac{d_{max} - d_{min}}{2} \]  \hspace{1cm} (34)

and
\[ E_{el} = k_{ls} D^2 / 2 \]  \hfill (35)

Finally, the damping ratio estimation is derived from expression (14) as

\[ \xi = \frac{E_{abs}}{4\pi E_{el}} \]  \hfill (36)
3 EXAMPLE OF PREDICTION ERROR STUDY FOR THE PROPOSED EQUIVALENT STIFFNESS AND DAMPING

In this study, the performance of the proposed method for the identification of equivalent stiffness and damping will be partially assessed. It does not pretend to be a complete study, but rather a working example since it covers only the case of steady-state response to harmonic load for a particular analytical model of restoring force.

3.1 Analytical hysteretic model for the input force-displacement cycle

The model used for the current study comprises two terms. That is to say, the restoring force

\[ f_r(d) = f_{el}(d) + g(d) \]  

(37)

is modelled as the addition of an elastic force \( f_{el} \) and a dissipative hysteretic force \( g \).

The elastic force is modelled by a power law on the displacement

\[ f_{el}(d) = \text{sign}(d)k_1D_1 \left| \frac{d}{D_1} \right|^q = k_1d \left| \frac{d}{D_1} \right|^{q-1} \]  

(38)

where \( q \) is a constant exponent, \( D_1 \) is a reference displacement point and \( k_1 \) is the secant stiffness at \( D_1 \) (see Figure 2, where the continuous line represents \( f_{el} \) and the dashed lines represents \( k_1 \)).

**Figure 2 – Example of elastic force term defined through a power function of the displacement \((q = 2)\).**

![Graph](image)

The dissipative force is modelled as purely hysteretic by a Giuffre and Pinto (1970) law

\[ g^* = \frac{d^*}{(1 + |d^*|^k)^{1/k}} \]  

(39)

where the normalized force is defined as
and the normalized displacement as

\[ d^* = \frac{d - d_{\text{RETURN}}}{d_{\text{CORNER}} - d_{\text{RETURN}}} \]  

as represented in Figure 3. The asymptote (39) allows to pass smoothly from the initial stiffness \( k_{\text{DAMP}} \), to the yield strength \( g_y \). For the first loading branch, the return point \( p_{\text{RETURN}}(d_{\text{RETURN}}, g_{\text{RETURN}}) \) is taken as the origin of the axis. For successive unloading and reloading curves, the return point is the last point of the previous asymptotic path. The corner point of every loading phase \( p_{\text{CORNER}}(d_{\text{CORNER}}, g_{\text{CORNER}}) \) is the corner of the asymptote or intersection of its initial stiffness line with the yielding force \( +g_y \) or \( -g_y \). For example, for the first loading branch, the corner point is \( (g_y/k_{\text{DAMP}}, g_y) \).

**Figure 3 – Dissipative force term defined through a Giuffre and Pinto (1970) model.**

In the case of the exponent \( q \) being equal to 1, i.e.,

\[ q = 1 \]  

the elastic force (38) reduces to the linear case

\[ f_{\text{el}}(d) = k_1 d \]
and, with the addition of the adopted dissipative law, the resulting restoring force model becomes equivalent to the Menegotto and Pinto (1972) model that allows for linear stress hardening. For values of $q$ larger than 1 or smaller, the model of restoring force defined here allows for representing a wide range of interesting cases with, respectively, increasing (Figure 4a) or decreasing (Figure 4b) secant stiffness. Nevertheless, as a first approach for the current study, only the linear elastic force case (42),(43) will be considered (Figure 4c).

**Figure 4 – Adopted restoring force model. Examples for different values of $q$.**

(a) $q > 1$  
(b) $q < 1$  
(c) $q = 1$

### 3.2 Computation of the steady-state response for a harmonic excitation

This study is limited to the analysis of force-displacement loops that are obtained as the steady-state response of the adopted restoring force model to a harmonic input load. Thus, instead of the linear equation (1), in this case, the equation of motion is the non-linear one

$$ma + f_r(d) = f_{ext}(t)$$

(44)

where the restoring force $f_r$ is computed through the model (37) described in the previous section, and the external harmonic load is given by equation (4).
In order to obtain the steady-state response, equation (44) is solved by using explicit Newmark (1959) method (by taking $\beta = 0$ and $\gamma = 1/2$), which is equivalent to the central difference method. In order to guarantee a high accuracy in the results, the time increment for the integration $\Delta t$ is obtained by dividing the excitation period

$$\bar{T} = \frac{2\pi}{\omega}$$  \hspace{1cm} (45)

by an integer number which is chosen to be

$$N_{pcyc} = N_{pcyc0} \cdot \text{MAX}\{1, \text{int}\left(\frac{\bar{T}}{2\pi \sqrt{m/(k_{ DAMP} + k_1)}}\right)\}$$  \hspace{1cm} (46)

i.e.,

$$\Delta t = \bar{T}/N_{pcyc}$$  \hspace{1cm} (47)

This means that the excitation period is divided in $N_{pcyc}$ increments at least, depending on the comparison of it with a rough estimation of the minimum natural period for the non-linear system

$$2\pi \sqrt{m/(k_{ DAMP} + k_1)} \leq T_{natural}$$  \hspace{1cm} (48)

For the results that will be presented in the current work, the basic (minimum) number of steps has been taken

$$N_{pcyc0} = 300$$  \hspace{1cm} (49)

However, all the computations have been repeated for a larger number of steps ($N_{pcyc0} = 500$), without significant change in the results for most of the cases, allowing to confirm that the convergence was achieved. The cases that we have found of no convergence are commented in the next section.

For the selected values of the model and excitation parameters, the integration is performed starting with zero value of displacement, velocity and restoring force.

In order to distinguish when the steady state has been reached, at the end of every time interval of duration $\bar{T}$ (or $N_{pcyc}$ time increments), the displacement amplitude for that excitation period is computed as half of the pick-to-pick displacement within that interval

$$D_{icyc} \leq (\text{max}(d)_{icyc} - \text{min}(d)_{icyc})/2$$  \hspace{1cm} (50)

Then, the steady state is considered to be achieved when, between two consecutive cycles, that amplitude does not differ more than a tolerance of, say, $10^{-5}$ in relative terms, i.e.,

$$|D_{icyc} - D_{icyc-1}|/D_{icyc-1} \leq 10^{-5}$$  \hspace{1cm} (51)

If the steady state is achieved within a limited number excitation periods (say 50), the integration is considered to be finished with a successful result, which is the obtained restoring force-displacement loop during the last excitation period $icyc$, that is to say,

$$[f_r(n) = f_r(t_n); \quad d(n) = d(t_n)]_{n=(icyc-1)\cdot N_{pcyc}+1-icyc\cdot N_{pcyc}}$$  \hspace{1cm} (52)

In Figure 5, an example of the integrated transient response (blue lines) with the converged steady-state cycle (red lines) is shown.
3.3 Parametric study of the prediction error

The proposed hysteretic restoring force model (37) and integration method for the numerical generation of the steady-state response of the equation of motion (44) to the harmonic excitation (4) are used for this parametric study. Then the obtained steady-state force-displacement loop (52) (red line in the example of Figure 5) is used as input for the determination of the estimated least-square stiffness (31) and the equivalent damping ratio (36). The performance of the estimated stiffness and equivalent damping parameters is afterwards assessed by defining a prediction error of the steady-state displacement amplitude as

$$\varepsilon = \frac{(D_{\text{PRED}} - D)}{D}$$  \hspace{1cm} (53)

where, as in expression (50), the amplitude $D$ is defined as half of the peak-to-peak displacement within the input interval (52) and, similarly to equation (6), the predicted amplitude by the proposed estimated stiffness and damping is

$$D_{\text{PRED}} = \frac{f_{\text{ext}}^0}{\sqrt{(1 - \mu^2)^2 + (2\xi\mu)^2}}$$  \hspace{1cm} (54)

Before presenting results of the error for several ranges of values for some of the parameters of the model, we will transform it from its original variables listed in the implicit equation.
\[ h(m, f_{\text{ext}}, \bar{\omega}, k_1, D_1, g_y, k_{\text{DAMP}}, R, q, \varepsilon) = 0 \]  
(55)

to the dimensionless ones used in
\[ H(\Omega, \Phi, \Lambda, R, q, \Gamma, \varepsilon) = 0 \]  
(56)

and defined as it follows:
\[ \Omega = \frac{\bar{\omega}}{\sqrt{k_1/m}} \]  
(57)
\[ \Phi = f_{\text{ext}}^0/g_y \]  
(58)
\[ \Lambda = k_{\text{DAMP}}/k_1 \]  
(59)
\[ \Gamma = D_1k_1/g_y \]  
(60)

with \( R \) already introduced by equation (39) and \( q \) by equation (38) that were originally defined as dimensionless constants and with \( \varepsilon \) defined at equation (53) being also dimensionless.

Note that the time instant variable has not been included in equation (55) since the error is based only on the steady-state loop shape. The basic magnitudes involved in the 10 variables contained in equation (55) are 3 (mass, time and space), which, according to Buckingham \( \pi \) theorem, allows to work instead with 7 independent dimensionless variables as it is done in equation (56).

Then, by limiting the current study to the case of forcing the elastic component of the restoring force to be linear, i.e., following equations (42),(43), the parameters \( q \) and \( D_1 \) are removed from the model in its dimensional version
\[ \bar{h}(m, f_{\text{ext}}^0, \bar{\omega}, k_1, g_y, k_{\text{DAMP}}, R, \varepsilon) = 0 \]  
(61)

and \( q \) and \( \Gamma \) are also removed for the dimensionless one
\[ \bar{H}(\Omega, \Phi, \Lambda, R, \varepsilon) = 0 \]  
(62)

Note that in this case the basic magnitudes involved in the 8 variables contained in equation (61) are still 3, which allows to work instead with 5 independent dimensionless variables in equation (62).

Now, by taking as independent parameters the first four ones included in the formulation (62), the following discrete values, with all their combinations, have been used for the computation of the error:
\[ \Omega = 0.1, 0.2, ..., 3.0 \]  
(63)
\[ \Phi = 0.05, 0.10, ..., 4.95 \]  
(64)
\[ \Lambda = 10, 100 \]  
(65)
\[ R = 2, 10 \]  
(66)
The results are graphically represented in Figure 6 to Figure 9. Note that for each one of those figures the value of $\Lambda$ and $R$ are fixed, while $\Omega$ and $\Phi$ vary for their respective whole assigned range of discrete values specified in equations (63),(64). However, the axis that have been chosen for the representation in the graphs are $\mu$ and $\xi$ (see equation (54)) instead of $\Lambda$ and $R$ in order to try to provide a “physical” idea of the final aspect of the loop once the steady state is reached. It must be also commented that for some particular values of the input parameters, no steady state (51) was reached within the integration limit number of time increments, which should be interpreted as a nonlinear resonance with unbounded response. Those points have been removed from these figures. For each one of the figures, for fixed $\Lambda$ and $R$, the surface $\varepsilon(\mu,\xi)$ is represented as isolines. The graphs in the upper row use $\mu$ and $\xi$ as axis (left) or the 3D view with $\mu$, $\xi$, and $\varepsilon$ as axis (right). The graphs in the lower row are projections of the same isolines, with the same scale of colours, on the $\xi$ and $\varepsilon$ axis (left) and on the $\mu$ and $\varepsilon$ axis (right).

From these figures, for the values of the parameters that have been analysed, some general comments may be made:

- For increasing values of the estimated damping $\xi$ (as seen from 0 to 0.8) and decreasing values of frequency ratio $\mu$ (from 1 to 0) the error is large and shows a tendency to increase its variability with an upper limit roughly equal to $\xi$ (except for the case $\Lambda = 100 \ R = 10$, that shows the largest errors).

- For values of the frequency ratio $\mu$ larger than 1.0, the error is always between 0 and -0.3, independently of the observed values of estimated damping $\xi$.

- Again in that range of the frequency ratio $\mu$ larger than 1.0, the error is smaller for $\Lambda = 10$ (between 0 and -0.2) than for $\Lambda = 100$ (between 0 and -0.3).

- Combined larger values of $\Lambda$ and $R$ (which make the loop more similar to a pure friction), increase the variability and amount of error, apart from making more difficult the convergence as it will be shown in the following lines.

After having done all the commented surfaces, the computations were all repeated for a basic number of steps per period increased from the adopted value (49) to

$$N_{\text{cyco}} = 500$$

(67)

without significant change in the plotted results, except for the case $\Lambda = 100 \ R = 10$, as it is shown in Figure 9. The differences between Figure 8 and Figure 9 are only due to the change in the number of steps, which seems to be significant for certain combinations of $\mu$ and $\xi$. Consequently, for those areas the results should be considered not reliable since a convergence was not reached.
Figure 6 – Tridimensional representation and bidimensional projections of error isolines. Case $\Lambda = 10 \quad R = 2$. 

$\Lambda=10 \quad R=2 \quad N_{\text{psycs}}=300$
Figure 7 – Tridimensional representation and bidimensional projections of error isolines. Case $\Lambda = 10 \ R = 10$. 

$\Lambda = 10 \ R = 10 \ N_{\text{pucgo}} = 300$
Figure 8 – Tridimensional representation and bidimensional projections of error isolines. Case $\Lambda = 100$  $R = 2$. 
Figure 9 – Tridimensional representation and bidimensional projections of error isolines. Case $\Lambda = 100 \ R = 10$. 

$\Lambda=100$ $R=10$ $N_{\text{cycles}}=300$
Figure 10 – Repetition of the case in Figure 9 for a larger number of integration steps per period.
3.4 Some examples

A series of example cases for single value of the parameters \((\Omega, \Phi, \Lambda, R)\) taken from the previous subsection are presented herein.

More precisely, the attention in this subsection is put on the effect of the variation of the parameters

\[
\Omega = 0.2, 0.5, 1.0, 2.0 \quad \Phi = 0.5, 1.0, 2.0
\]

while

\[
\Lambda = 10 \quad R = 2
\]

are kept constant.

From Figure 11 to Figure 22, each figure represents a single case of parameters value as specified in it and contains four graphs of dimensionless variables. The graphs in the upper row are the displacement (left) and force (right) time histories of the last obtained loop from the integration and the ones in the lower row are the restoring force-displacement curve for the whole integration since zero time (left) and just for the last converged cycle (right). Note than in the left graph of the lower row the last cycle is redrawn also on top of the previous ones (red line). At the right graph in the lower row, there is also a dashed straight line that represents the linear regression of the points of that converged loop, being the slope of that line the defined LS effective stiffness computed from the loop points. At the top of that graph, the obtained values of \(\mu\), \(\xi\) and \(\varepsilon\) are typed.

As commented before, there are cases in which no steady state was reached through the integration and the response continued growing until the limit time period, which should be interpreted as a case of apparent resonance without bounds. One of those cases is represented in Figure 21.

As a general comment, we observe from these figures that for this group of cases:

- For constant value of \(\Phi\), \(\mu\) grows with \(\Omega\), but \(\xi\) does not have a monotonous tendency.
- Typically, larger values of \(\xi\) drive to larger variability of \(\varepsilon\), but keeping \(|\varepsilon| < \xi\).
- The largest errors are observed for combinations of high values of \(\xi\) and low values of \(\mu\) as it was seen in the previous section.
- For constant value of \(\Omega\), both \(\xi\) and \(\varepsilon\) grow almost monotonically with \(\Phi\).
Figure 11 – Time histories and restoring force-displacement loops.

**Case**  \( \Lambda = 10 \quad R = 2 \quad \Omega = 0.2 \quad \Phi = 0.5 \)

Figure 12 – Time histories and restoring force-displacement loops.

**Case**  \( \Lambda = 10 \quad R = 2 \quad \Omega = 0.5 \quad \Phi = 0.5 \)
Figure 13 – Time histories and restoring force-displacement loops.

**Case** \( \Lambda = 10 \quad R = 2 \quad \Omega = 1.0 \quad \Phi = 0.5 \)

![Graphs showing time histories and restoring force-displacement loops for Case 1.](image1)

Figure 14 – Time histories and restoring force-displacement loops.

**Case** \( \Lambda = 10 \quad R = 2 \quad \Omega = 2.0 \quad \Phi = 0.5 \)

![Graphs showing time histories and restoring force-displacement loops for Case 2.](image2)
Figure 15 – Time histories and restoring force-displacement loops.

Case \( \Lambda = 10 \quad R = 2 \quad \Omega = 0.2 \quad \Phi = 1.0 \)

Figure 16 – Time histories and restoring force-displacement loops.

Case \( \Lambda = 10 \quad R = 2 \quad \Omega = 0.5 \quad \Phi = 1.0 \)
Figure 17 – Time histories and restoring force-displacement loops.

Case \( \Lambda = 10 \), \( R = 2 \), \( \Omega = 1.0 \), \( \Phi = 1.0 \)

Figure 18 – Time histories and restoring force-displacement loops.

Case \( \Lambda = 10 \), \( R = 2 \), \( \Omega = 2.0 \), \( \Phi = 1.0 \)
Figure 19 – Time histories and restoring force-displacement loops.  

**Case**  
\[ \Lambda = 10 \quad R = 2 \quad \Omega = 0.2 \quad \Phi = 2.0 \]

![Diagram](image1)

![Diagram](image2)

Figure 20 – Time histories and restoring force-displacement loops.  

**Case**  
\[ \Lambda = 10 \quad R = 2 \quad \Omega = 0.5 \quad \Phi = 2.0 \]

![Diagram](image3)

![Diagram](image4)
Figure 21 – Time histories and restoring force-displacement loops.

Case \( \Lambda = 10 \quad R = 2 \quad \Omega = 1.0 \quad \Phi = 2.0 \)

Figure 22 – Time histories and restoring force-displacement loops.

Case \( \Lambda = 10 \quad R = 2 \quad \Omega = 2.0 \quad \Phi = 2.0 \)
4 CONCLUSIONS

The proposed method for the estimation of equivalent stiffness and damping from a one-degree-of-freedom force-displacement loop is based on a least-square minimization for the computation of the stiffness, which is assumed to be an original approach, while the determination of the damping ratio from the quotient of absorbed to elastic energy is directly taken from the literature.

The reported example error study is based on a particular analytical model and does not use experimental data as it is done in some other studies (Dal Lago and Molina, 2018, for example). The adopted analytical model is based on a Giuffre & Pinto model for the hysteretic part of the force, added to an elastic force following a power law. For the current report the exponent of the power low was kept fixed at 1 (linear elastic force). The most important improvements that could be added to the presented error study are:

- including experimentally obtained force-displacement loops.
- including other models for modelling the hysteresis and not only the Giuffre & Pinto model.
- including transient response and wide-band earthquake-like excitations and not only steady-state response to harmonic load. In fact, these excitations offer more practical interest, but cover a wider generality.
- including other methods for obtaining equivalent stiffness and damping, apart from the one proposed here.
- including other definitions of the error, including predicted forces for example (Dal Lago and Molina, 2018).
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