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Foreword

October 27-29, 2008, the workshop NEMEA-5 was held at the M-hotel in Ljubljana, Slovenia. The fifth edition of this workshop on Neutron Measurements, Evaluations and Applications was organised on behalf of the European coordination action CANDIDE by the Institute for Reference Materials and Measurements of the Joint Research Centre. CANDIDE is the Coordination Action for Nuclear Data for Industrial Development in Europe that focusses at establishing nuclear data needs from an industry point of view for the near and midterm future. It has a strong networking component to mobilise researchers to address those needs. As such, the workshops NEMEA-4 and NEMEA-5 are important vehicles of CANDIDE networking activities. In particular, NEMEA-5 addresses the state-of-the-art in nuclear data production methods.

NEMEA-5 has "Nuclear data for sustainable nuclear energy" as subtitle. In particular, its purpose was to comment on the way forward in addressing the nuclear data needs identified by Subgroup 26 of the Nuclear Energy Agency of the Organisation for Economic Cooperation and Development in the context of advanced reactor development. Of course in the context of CANDIDE and this workshop a wider range of data needs is considered than addressed by the subgroup; the fuel cycle, the need for ADS and the interest in fusion were addressed, as well.

The NEMEA series of workshops were initiated as an enlargement initiative of the Joint Research Centre. They have been organised in Candidate Countries and New Member States of the European Union and facilitated attendance of scientists from these new parts of the EU. Also on this occasion the enlargement aspect was important, as witnessed by the venue of and attendance to the workshop. This time the main support for this aspect is from CANDIDE and the ensuing sponsorship of the Research Directorate General of the European Commission.

I would hereby like acknowledge the support of the program advisory committee, H. Aït Abderrahim of SCK-CEN, Belgium, E. Bauge of CEA/Bruyères-le-Châtel, G. Barreau of CENBG CNRS/IN2P3, Bordeaux, J. Blomgren of the University of Uppsala, Sweden, F. Gunsing of CEA/Saclay, H. Harada of JAEA, Tokai-mura, Japan, R.C. Haight of LANL, USA, R. Jacqmin of CEA, France, A. Koning of NRG, The Netherlands, R.W. Mills of Nexia Solutions, UK, A. Nichols of the IAEA, M. Salvatores of CEA, France, FZK, Germany and ANL, USA. I would also like to thank the workshop secretary C. Cabanillas Platero and the team of the IRMM Management support unit responsible for NEMEA-5 for their contributions to the organisation of this workshop.

Arjan Plompen
December 2010
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Abstract: The integral measurement of the $^{235}$U isomer activation cross section in a fission-like neutron spectrum is presented. The experiment has been performed at a pulsed reactor with a dedicated electron detector, and by using the activation technique. The samples preparation, efficiency measurements, irradiations and isomer decay measurement will be presented. Preliminary results on the activation cross section will be given and compared to evaluations performed at Bruyères le Châtel and at Los Alamos.

Introduction

The uranium 235 first excited state has an uncommonly low excitation energy which is 76.5 eV (Fig. 1). Hence the isomeric transition to the ground state is highly converted. The measurement of its activation by $(n,n')$ reaction gives the opportunity to test $\gamma$ cascade models since it's spin is very different from the ground state one. Moreover the isomer fission cross section is known to be different from that of the ground state at thermal neutron energy [1]. Hence the knowledge of its population by inelastic neutron scattering can be important for practical applications where high neutron fluxes are involved. For the same reason its excitation by electromagnetic processes in hot dense plasmas was investigated from an experimental point of view [2] as well as from a theoretical one [3].

This presentation reports on the measurement of the integral inelastic neutron scattering $^{235}$U$^m$ activation cross section. The experiment was performed at the pulsed critical reactor CALIBAN (CEA/VALDUC laboratory in France), that has a fission-like neutron spectrum. The isomer detection was done with a dedicated electron detector which was built for an experiment aiming at measuring the $^{235}$U$^m$ activation by the NEET effect in a plasma[2,3].

Detection system

The $^{235}$U 1/2$^+$ isomer decay to the 7/2$^-$ ground state by an E3 transition, and due to this high multipolarity and to its very low excitation energy, the transition is completely converted. The outmost electron shells are implied in this decay with binding energies ranging from 4.6 to 44 eV. Finally the outgoing electrons have energies of no more than 71.9 eV. Since the outmost electron shells are involved the isomer half-life is very dependant on the chemical environment. Reference [4] has shown a 10% effect on it, depending on the oxidation state of the atom. It has also been shown that it depends on the metal in which the isomer is implanted[5]. The common adopted value for this half-life is 26 minutes. In such a situation the measurement of the $^{235}$U isomer activation is very peculiar. One has to detect electrons with very low energies, and for cross section measurements, when a minimum mass is needed no spectroscopy can be done on these electrons. Hence the only observable that can be used to identify the isomer is the half-life. The knowledge of this parameter is of prime importance, together with the control of the background.

The detector that has been built for measuring this activation is depicted in the left part of Figure 1. It is based on an electrostatic deviator and a channeltron electron multiplier (photonis X9551BL). The electrostatic part deflects and accelerates the electrons from few electronvolts to 1.5 keV. It also allows focusing the electrons from a 5 cm$^2$ sample on the channeltron whose entrance area is 2.5 cm$^2$. 
In the right part of Figure 1 the simulated transmission efficiency from the sample position to the channeltron is presented. Since the converted electron energies are very degraded in the sample, this apparatus is very adapted to the $^{235}\text{U}$ isomer decay measurement. Moreover it minimizes the background due to alpha or beta decays that generate secondary electrons. A grid at the entrance of the electrostatic deviator allows measuring the ingoing electrons spectra by applying different voltages.

![Figure 1. Left: Detector scheme. Right: Electron transmission curve](image)

In order to minimize the time needed for sample introduction, a vacuum interlock system was used. For the same reason a cryogenic-pump was chosen to have a maximum pump capacity. Only few minutes were needed to introduce the sample and to start the electron counting. The signal from the channeltron was amplified by an Ortec 113 preamplifier and then shaped by a Tennelec TC244 amplifier. The data acquisition system from Fast Comtec is based on the ADC 7074 NIM module, linked by a multiparameter MPA-3 interface to a PC windows computer. This system time-stamps every event, so that time spectra can be constructed. In this experiment bidimensional histograms where built from the pulse height amplitude and time parameters. The dwell time for the time spectra was 30s. Figure 2 shows a typical time spectra obtained by counting a $^{235}\text{U}$ isomer sample.

![Figure 2. Example of time spectra showing the $^{235}\text{U}$ isomer decay.](image)

**Efficiency measurement**

In order to characterize the isomer detection efficiency the recoil method has been used to produce $^{235}\text{U}^m$ samples. A $^{239}\text{Pu}$ mother sample was used since every alpha decay feed the $^{235}\text{U}$ isomer. This sample was thin enough (23 Å) to allow the $^{235}\text{U}^m$ atoms to recoil out of it. These recoiling ions were implanted onto a 1000 Å thick NaCl deposit, which was then dissolved with an electroplating solution. Before making the sample a known amount of $^{235}\text{U}$ was added to this isomer solution, using a calibrated $^{235}\text{U}$ solution. The $^{239}\text{Pu}$ mother sample...
activity was $A_{241Pu}=(2.27\pm0.07)\times10^5$ Bq. This mother source was also traced with $^{241}Pu$ $(2.38\pm0.98)\times10^6$ Bq in order to measure the collection efficiency. The implanted $^{237}U$ activity was measured by $\gamma$ spectrometry and a collection efficiency of $\varepsilon=0.31\pm0.03$ was obtained. This value is in accordance with the calculated solid angle of 0.31. For each prepared sample an alpha spectrometry of the final $^{238}U$ sample was performed in order to obtain its mass together with the plating efficiency $\varepsilon_p$. Figure 2 shows an example of the time decay measured with the detector for sample prepared by this procedure. The decay was fitted using the function $f(t) = P_1 + P_2 \times \exp(-t/\tau_{1/2}^\text{iso}) \times \ln(2)$. The isomer half-life $\tau_{1/2}^\text{iso}$ was fixed according to the known value obtained from all the measurements made with the same backing. For samples electrodedeposited on Ti foils the half life was measured to be $25.33\pm0.04$. For isomers implanted in NaCl it is $28.33\pm0.04$. The amplitude $P_2$ of the isomer decay is then used to calculate the isomer detection efficiency by using the formula:

$$
\varepsilon_{\text{iso}} = \frac{P_2}{30 \times A_{Pu} \times \varepsilon_p \times \varepsilon_c} \times \frac{\exp(t_{\text{cool}}/\tau_1)}{1 - \exp(-t_{\text{cool}}/\tau_2)}
$$

Where $t_{\text{cool}}$ and $t_{\text{col}}$ are respectively the cooling and collection durations, $\tau_1$ is the averaged isomer half-life during sample cooling and $\tau_2$ the half-life in sodium chloride.

![Graph](Figure 3. Isomer detection efficiency against sample mass.)

Figure 3 shows the isomer detection efficiency against mass together with the adjusted curve used for the cross section analysis:

$$
\varepsilon_{\text{iso}} = \frac{23.3}{m^{0.761} + 1.61}
$$

Eq 1.

One can see that the experimental measurements are very fluctuating. The rms value of the residues between these points and the fitted curve is around 13%. RBS analyses were performed on most of the samples in order to establish a link between these fluctuations and samples parameters (non-uniformities, Pt contaminations). No correlation could be established between these parameters and the efficiency variation. We concluded that these fluctuations were due to surface contaminations.

**Activation measurement**

The CALIBAN pulsed reactor located at the CEA Valduc laboratory in France was chosen because it is able to deliver a neutron integrated flux of $3.10^{14}$ n/cm$^2$ in a fast 60 $\mu$s neutronic excursion. Moreover samples could be retrieved from the reactor cave after a cooling time of

---

1 Every uncertainty given in this report is a 1σ uncertainty.
only 30 minutes. The neutron spectrum inside the central cavity is a near fission spectrum. Samples could also be irradiated outside the core in a neutron moderated flux by using polyethylene bricks. Such irradiations allowed to study background sources by changing the capture to fission cross sections ratio. In order to infer parasitic activations $^{236}$U, $^{238}$U and blanks samples were irradiated in fast and/or slow spectra. A $^{238}$U sample irradiated in a moderated flux showed a very pure $^{239}$U activation with a measured half life of 23.42±0.44. This value agrees with the $^{239}$U half life adopted value and prove that no exo-electrons are generated by neutron irradiation. The shots on $^{238}$U samples showed that the detector was sensitive to secondary electrons generated by fission products. For most shots the neutron flux was measured by activated In foils. For some of the shots the $^{99}$Mo fission product activity in the irradiated sample was measured by γ spectrometry. The temperature rise $T$ of the reactor is monitored by a thermocouple sensor for every shot providing a measurement of the core heating and a third flux measurement. The fluences ratios obtained from these 3 parameters $T/\text{In}$, $\text{In}^{99}/\text{Mo}$ and $T/\text{Mo}^{99}$ have respective rms of 1%, 9% and 9%. Because of low statistics for the $^{99}$Mo counts the temperature rise measurement was used to measure the neutron flux in the final isomer activation cross section calculation.

Two kinds of shots were performed. The first ones were done with electrodeposited $^{235}$U samples on thin Ti foils. These samples were then electron-counted. For the second ones stippled $^{238}$U samples were irradiated before being dissolved again in order to perform a uranium-fission products chemical separation [6]. This last procedure was tested by irradiating $^{235}$U samples with/without fission product removal. A suppression factor of at least 20 was obtained with this procedure.

For the $^{235}$U shots the decay spectra was fitted using a two time constant decay in order to take into account the fission products decay. Again the $^{235}$U isomer half life was fixed to the measured value obtained from the efficiency measurements. Nine shots with chemical separation and 8 shots without fission products removal were done. For every shot a cross section was obtained from the efficiency given by Eq 1, the measured neutron flux, the sample mass and the isomer count in the spectra. Only the $^{235}$U samples with masses ranging from 5 to 20 μg were retained for the final analysis. Since no correlation was found between the efficiency variation and the thickness homogeneity a weighted averaged cross section was deduced for the 2 series of shots. Samples deposited on Ti foils could be shot several times. For the same sample, fluctuations of the order of the mentioned fluctuation on the detection efficiency were observed. This supports the idea that these fluctuations come from surface contamination, justifying the cross section averaging for measurement done with different masses. For shots with and without fission product removal the respective values of 1.10±0.25 and 1.06±0.27 barns were obtained. These results are preliminary and the sensitivity to the background has to be done.

**Conclusion**

The $^{235}$U activation cross section has been evaluated in Bruyères le Châtel[7] for neutron energies up to 10 MeV. The corresponding averaged cross section for the CALIBAN flux was calculated to be 0.87 barns. Hence the present measurement is in agreement with this evaluation. Such calculations were also performed at the Los Alamos laboratory[8] by taking two different hypothesis for the γ transitions K-hindrances. The calculation allowing some K-mixing gives a much stronger cross section than when assuming no K-mixing. These calculations can not be compared with our measurement yet, since they were done for neutron energies lower than 1.8 MeV.

**References**

Abstract: A Co-ordinated Action is in progress with the ambition to establish a durable network on nuclear data efforts that are important in the context of minimising the high-level waste stream of nuclear energy. This implies optimal incineration of all actinides that nowadays constitute spent nuclear fuel, in critical and sub-critical reactors. As a consequence, the scope of the project encompasses transmutation in fast critical reactors as well as sub-critical accelerator-driven systems (ADS). The purpose is to identify the needs for improved nuclear data, assess the present status of knowledge, and to estimate what accuracy can be reached with state-of-the-art techniques.

Introduction
The EC-supported Coordination Action (CA) CANDIDE, Coordination Action on Nuclear Data for Industry Development in Europe, addresses the following two objectives:

- Establishment of better links between academia, research centres and industry end users of nuclear data. This is reflected in the project name.
- Assessment of nuclear data needs for advanced nuclear reactors. The emphasis is on the radioactive waste issue, i.e., either waste transmutation in critical or sub-critical devices or minimizing the production of nuclear waste in future nuclear reactors, as envisaged in some fast critical systems.

For a long time activities concerning all aspects of nuclear data for commercial nuclear power reactors, i.e., nuclear data production, theory, evaluation, validation and industrial use, have been part of a well-organized international community, monitored by large international organizations, like OECD. Recently, a new nuclear data community has been formed around the production of nuclear data for accelerator-driven systems, while the other ingredients of traditional nuclear data work (e.g. evaluation and validation) have to a large degree been
missing up to now. The present project aims at establishing links for this new community to
the existing structure of coordinated nuclear data activities in general, and to provide links to
industry in particular.

Another recent development in Europe has been the enlargement of the EU, which opens
new possibilities in the realm of nuclear data. Integration - both of different research
communities and between new and previous member states - is an important objective of the
CANDIDE project. Moreover, improved training and integration are essential parts of the CA,
exemplified by the development of a European course on nuclear data to be part of the
project.

In the public literature, the concept of transmutation is quite often used in a restricted sense,
synonymous to accelerator-driven systems for incineration of spent nuclear fuel. CANDIDE
has been designed with the intention to consider transmutation in a broader, more general
sense, i.e., incineration of spent nuclear fuel by changing the nature of the elements through
nuclear reactions. As a consequence, the scope of the proposed CA will encompass
transmutation in fast critical reactors as well as sub-critical systems (ADS).

The purpose of CANDIDE is not to produce new experimental data or evaluations, but to
review the current modes of nuclear data production, assess the present status of our
knowledge, estimate what accuracy can be reached with state-of-the-art numerical simulation
techniques, identify the needs for improved nuclear data, and suggest appropriate actions to
be taken to meet those needs. A large fraction of the existing data have been obtained far
back in time, and it might be beneficial to identify cases where new experiments on already
measured reactions could exploit technology improvements. Key input is expected from
industrial partners, since they are closely involved in application of nuclear data libraries and
their performance.

The final result of the CA will be a report describing the state-of-the-art and giving
recommendations to EC outlining how nuclear data research should be organized in FP7 and
beyond. Moreover, the organisation of workshops and a training course will lead to broader
European involvement in the subject.

Nuclear data for transmutation of spent nuclear fuel

In the public debate of today, the concept of transmutation has often become synonymous
with accelerator-driven systems (ADS) for incineration of nuclear waste. This is not surprising,
because ADS represents a very innovative option, while the use of critical reactors represent
a more conventional alternative. In CANDIDE, however, we will consider transmutation in a
very broad sense, not restricted to a particular system or scenario.

Presently, nuclear waste transmutation options are investigated as part of reactor and fuel
cycle studies for existing reactor types (PWR, BWR, CANDU), i.e., GEN-III, for evolutionary
designs of existing reactors, GEN-III+ (EPR, AP600, etc), for GEN-IV reactors (SFR, GFR,
LFR, MSR, SCWR, VHTR) or for dedicated transmutation systems (such as ADS). All these
activities generate a significant amount of nuclear data needs either for the feasibility phase of
these studies or for the performance phase.

Up to now, there has been a very large research volume spent on data on neutron-induced
nuclear reactions up to 20 MeV. This was carried out from around 1950 until today, and was
motivated by the needs in the development of civil nuclear power, as well as weapons
applications and fusion technology. During the last decade, nuclear data at higher energies
have been in the limelight due to the discussions about ADS.

The approaches in these two disciplines differ significantly. This is neither a surprise nor a
bad choice, because the underlying physics differs significantly, resulting in different research
strategies. Below 20 MeV, a single cross section can be of paramount importance to the
entire application. An example is the neutron capture resonance at 6.7 eV in \(^{238}\text{U}\) that
provides the Doppler effect so important for the stability of critical reactors. Moreover, some
cross sections are fundamentally inaccessible to theory, in particular in the resonance region.

As a result, at low energies more or less complete data coverage for major elements is
required. Above 20 MeV, the situation is fundamentally different. The cross sections are
slowly varying in energy, and the behaviour of the system is always dictated by the sum of a
large number of reactions, none of which strongly dominates the performance. Therefore,
getting a grip on the overall picture has been a more natural ambition in an initial stage, rather
than providing precision data on a single reaction.
Thanks to the nuclear data campaigns for ADS in FP5 and FP6, we have now reached a stage where such an overall picture, although fairly rough in many respects, is appearing. As a consequence, the uncertainty in modelling of various ADS concepts due to nuclear data uncertainties have decreased significantly during the last few years. There is, however, still plenty of room for improvement of ADS-relevant nuclear data, only part of which will be fulfilled by IP-EUROTRANS [1].

Up to now, nuclear data at the energies of critical reactors (less than 10 MeV) and accelerator-driven systems (up to 1 GeV) have not been systematically treated on an equal basis. The importance of this aspect was recently highlighted at the International Workshop on Nuclear Data Needs for Generation IV Nuclear Energy Systems [2], after which a WPEC subgroup was established to investigate the nuclear data needs for advanced reactor systems [3]. We find it important for the further development of nuclear data activities for transmutation, and even for the entire research on transmutation, that the nuclear data from these very different regimes can be compared and used in a consistent manner. This is a major underlying theme of CANDIDE.

In general, the safe, economical, and reliable operation of a nuclear reactor depends on the use of nuclear data to predict several important characteristics of plant operation. In the case of transmutation in general, the major benefit of accurate nuclear data relates specifically to avoiding unnecessary conservatism in design and operation such as shielding requirements, power coefficients for a core loaded with minor actinides, and the related power requirements of the proton accelerator for ADS systems.

Another important difference between a dedicated transmutation system - critical or sub-critical - and a conventional critical power reactor is that for the latter, deficiencies in detailed nuclear data can partly be overcome through normalizing calculations to existing reactor measurements or experience from the operation of prototypes and test rigs. The desire to pursue new designs (Gen-IV as well as ADS concepts) without performing extensive reactor experiments dictates using nuclear data that will support reactor calculations that give dependable results even without experimental re-normalization.

On a (very) broad level, the nuclear data requirements for transmutation of waste fall into two classes: (1) resonance and fast neutron reactions for materials that are specific to transmutation: unconventional structural materials, coolants and (in the case of ADS) targets, and minor actinides, whose abundance in the core is much larger than in a conventional reactor, (2) energy regimes that extend beyond the fast neutron region (up to hundreds of MeV) for the above materials and conventional materials. The first class applies to any transmutation method, i.e., including critical reactors, whereas the second class exclusively applies to ADS systems. In this project, we will consider both classes.

Although the motivation for the present project arises from waste minimization using novel reactor types, conventional power reactors can still benefit from the outcome of the CA. Indeed, nuclear data needs that apply to a critical power system, in general also apply to transmutation systems, critical as well as sub-critical. For example, the important interplay between $^{235}_{\text{U}}$ fission, capture and inelastic scattering, is crucial for a precise determination of criticality. Minimizing the uncertainties in these data is also important for transmutation systems. One interest of the CA is to identify needs that are common to various applications.

### Training and networking

CANDIDE is not limited to involvement of existing activities, but will also promote growth for the future. Therefore, an important part of the project has been the development of a dedicated training course on nuclear data for young professionals, the European course on EXperiment, Theory and Evaluation of Nuclear Data (EXTEND), that was held in Budapest in September 2008 (see fig. 1). The target group of this course are young professionals, primarily recently employed staff in industry and at research centres, as well as PhD students in the field. The course has been evaluated by a written questionnaire to the participants, and this revealed that the participants were very pleased with the course. The ambition is to make this a recurring event. This does, however, require sponsor support.

Summer schools in nuclear engineering (e.g., the Eugene Wigner School on Reactor Physics [4] within the ENEN [5] association or the Frédéric Joliot - Otto Hahn summer school [6]) are regularly organized, and there are relatively frequent summer schools on fundamental nuclear physics. Up to now, however, there have been few initiatives to bridge these two communities. EXTEND has been designed to fill this gap.
Besides the development of EXTEND, other activities on training and mobility of young industry professionals and researches, as well as European integration are also foreseen. The most visible example is the extension of the NEMEA workshops series, organized by IRMM, which are included in the CA. The previous NEMEA workshops have been targeting nuclear data research in Eastern Europe, but have now been enlarged to be open to all Europe. Our intention is to make these workshops meeting places for all European scientists in the field, including the nuclear industry, which has previously not been the case. The outcomes of two previous such workshops have been beneficial for the present proposal, in so far that they have promoted valuable links between old and new member states in general, and scientists from these in particular.

**Project strategy**

As has been described above, we have identified possibilities to enlarge the nuclear data activities in Europe by integrating the new research communities (ADS research, new member and candidate states) into the already existing structures for nuclear data work, and CANDIDE will address these issues by organizing open workshops intended for bridging gaps between these communities. Moreover, the project itself has been designed to make industry a more visible player in the research-related activities via the top-down approach of CANDIDE. Last but not least, the development of a new course for young professionals is in line with these goals, but it is also intended to foster closer links between nuclear physics and reactor physics.

The project involves a wide range of industry partners. Three reactor construction or manufacturing organizations are represented. AREVA (France) is a leading manufacturer of nuclear reactors in Western Europe, having received widespread attention recently with the two EPRs under construction in Finland and France. The BNFL group (UK) has a wide range of reactors on its repertoire, gas-cooled reactors in the UK as well as light-water reactors (LWR) manufactured by Westinghouse. The Skoda corporation in the Czech Republic is constructing heavy structural parts to nuclear reactors, like reactor vessels, and are represented in the present CA via their technical support organization, NRI Řež.
Two power utilities, TVO (Finland) and EdF (France), participate in the project, representing light water reactor technology. Fuel manufacturing is represented by Nexia/BNFL and AREVA, while reprocessing is represented by Nexia/BNFL. Design of future ADS-related facilities is represented by SCK•CEN (Belgium) and CIEMAT (Spain).

The validation (CEA Cadarache, NRG Petten) and evaluation (CEA Cadarache, CEA Bruyères-le-Châtel, NRG Petten) teams of the proposed CA represent leading European competence in the field. ITN (Portugal) contributes expertise in nuclear data related to spallation targets. The current-day computer power enables sophisticated nuclear reaction modelling and validation against integral experiments with both deterministic and Monte Carlo software.

On the experimental side, IRMM Geel is the dedicated EU lab for reactor-relevant nuclear data (0-20 MeV), while TSL Uppsala is the primary European facility for neutrons above 20 MeV (up to 200 MeV), which will cover important input for ADS neutronics. With these partners, we cover the entire chain from industry to experiments, with a top-down approach. The industry partners define the needs from the end-users' perspective, and their participation guarantees that the work is application-oriented. The role of the non-industry partners is to assess the possibilities to provide data of sufficient quality to meet the application needs. As a consequence, the issue of which data is required or need to be improved is primarily an industry concern, while the question of how to reach those goals is mostly dealt with by the non-industry partners. Efficient dissemination is guaranteed by the involvement of the IAEA and OECD/NEA Data Banks.

Improved training, as well as integration of new member states, are important issues for the CA. Improvement of training on nuclear data is undertaken in close collaboration with European Nuclear Education Network (ENEN) [5], and it brings educational resources in old and new member states together. Additional integration is provided by the strong involvement of industry throughout Europe. Close contacts with the EFNUDAT [7] integrated infrastructure initiative have been established.

**Project scientific content**

As outlined above, the project concerns the integration of nuclear data efforts for all types of transmutation-relevant nuclear systems, i.e., critical thermal and fast reactors, as well as accelerator-driven systems. Up to now, various nuclear-data projects have concentrated on different sub-sets of the global issue. In the present CA, we attempt to unify important aspects of these activities, with the ambition to provide a consistent basis for comparisons of various waste transmutation options.

A general approach to nuclear data for waste management would imply a very large project. To keep the task limited to a reasonable size, but still with the potential to provide results of relevance to the assessment of various transmutation strategies, the work has to be concentrated to a few issues that are of key importance to both fast critical reactors and ADS. Up to now, the nuclear data research at classical reactor energies, up to 20 MeV, and the ADS-motivated research above 20 MeV have been conducted with very different approaches. This has made sense, because the pre-conditions have been very different. With the recent development in nuclear data for ADS, resulting from FP5 and FP6 projects, we believe it is now possible to conduct research on what is common to critical reactors and ADS.

A major unifying aspect is the role of neutrons. In both concepts, the major incineration is due to neutron-induced fission. Moreover, other neutron-induced reactions, like capture and scattering, play significant roles in all these techniques. Another common aspect is that the core will contain large amounts of minor actinides, although the composition differs among various systems. Furthermore, the design studies around GEN-IV type systems encompass not only the core but also the full fuel cycle. One important GEN-IV criterion is the reduction of radioactive waste that is competing against other criteria such as sustainability (full use of Uranium or Thorium ores), economics, safety and reliability, proliferation resistance and physical protection.

As a natural consequence of this, a study that could cover only the transmutation aspect of a core would not be complete. We therefore envisage the project to cover all nuclear data that have some relation to the reactors and their associated fuel cycles, whether they are dedicated specifically to transmutation (just like ADS) or if transmutation is only one of their key features.
In the present CA, we intend to assess the data situation for all neutron energies, from thermal and up to the highest available (200 MeV), both experimentally and theoretically. In the first instance, the focus of the CA should be on cores of fast reactors and ADS. Nuclear data are of great relevance also for irradiation effects on materials, radiation protection and a number of other issues. A possible list of data to be studied is given below:

- General purpose files that include (1) cross-sections induced by neutrons, protons and gammas, (2) secondary particle energy distributions, and (3) fission spectra and energy release.
- Gamma production induced by different reaction types.
- Fuel cycle data (fission yields, spallation yields, decay heat).
- Activation files.

Participants from nuclear industry give guidance on the proper parameters to be investigated and optimised. These needs should be translated into data evaluation and measurement requests, to be carried out in FP7 and beyond. Part of the effort in this CA consists of a critical assessment of major and minor actinide data in the latest nuclear data libraries and an assessment of the corresponding uncertainties. This should in a natural way lead to well-focused measurement requests.

As has been emphasized, the industrial needs drive the assessment within the CA. It is worthwhile to point at the close connection of the present collaboration with the OECD-NEA High Priority Request List for nuclear data, where such well-defined requests are collected and reviewed to mobilise the community for their resolution. CANDIDE will serve to identify and propagate the EU interests in this domain and to provide the focus for future EU research on nuclear data. Also in the area of follow up on the formulated requests, CANDIDE is well connected to running EC projects, especially the JEFF project, as mentioned previously.
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Abstract: Cross section data for neutron-induced nuclear reactions at higher energies than for traditional applications of nuclear physics are required for the further development of sub-critical accelerator-driven systems (ADS) for transmutation of spent nuclear fuel. During the last decade, the situation on microscopic cross sections has improved significantly, to the extent that for the most important reactions, cross section data with uncertainties of about 10% or less are available for a few key elements at some selected energies. Based on these data, nuclear data libraries up to about 200 MeV have been developed.

In the present publication, the present situation on high-energy neutron data is summarized. Possibilities for future research are outlined, employing existing technology as well as more speculative possible developments. Finally, a recommendation on priorities in future research is given.

The present project is part of the CANDIDE (Coordination Action on Nuclear Data for Industrial Development in Europe) project.

Introduction

Procedures for measurement, evaluation and validation of nuclear data are since long well established in the classical neutron energy range up to 20 MeV, i.e., the neutron energy range of relevance to critical fission reactors (thermal and fast), as well as fusion applications. With the advent of accelerator-driven systems (ADS), the energy range in which information on neutron-induced nuclear reactions are required for design activities has been significantly increased. In a spallation-driven system, neutrons of energies all the way up to the incident proton energy, i.e., up to GeV energies, are present. Although relatively few neutrons reside at these high energies, their large capability to induce, e.g., materials damage necessitates the nuclear data libraries to be improved significantly above 20 MeV.

The ADS research activities funded by the EU have so far (FP 4, 5 and 6) been dominated by measurements of microscopic cross sections, a fact which has been motivated by the state of knowledge at the time these projects were launched. In particular the HINDAS project [1] in FP5 has resulted in fairly complete data bases on neutron elastic scattering and neutron-induced production of light ions up to about 100 MeV. In addition, fission total cross sections up to 200 MeV on a series of nuclei are now available, to a large extent thanks to ISTC projects. Total cross section data from LANL up to about 600 MeV on a series of nuclei complement the picture [2]. Thus, the most important microscopic cross sections are now available up to at least 100 MeV.

The recent achievements of these projects now motivate an increased attention to integral experiments, especially at ADS-relevant energies, i.e., above 20 MeV, where such experiments are almost absent. Thus, a few existing high-quality integral experiments should be identified. Above 20 MeV some shielding experiments exist, notably the 43 and 68 MeV TIARA transmission measurements for concrete and iron, which is important primarily for structural material studies [3]. Prospects on integral experiments at 175 MeV were presented in the proceedings of the previous NEMEA symposium [4].

In the present publication, the present situation on high-energy nuclear data is summarized. Possibilities for future research are outlined, employing existing technology as well as more speculative possible developments. An extensive review of both the experimental and theoretical state-of-the-art is presented in a forthcoming publication [5]. The present project is part of the CANDIDE (Coordination Action on Nuclear Data for Industrial Development in Europe) project.
The relation between experiments and theory

Up to now, there has been a very large research volume spent on data on neutron-induced nuclear reactions up to 20 MeV. This was carried out from around 1950 until today, and was motivated by the needs in the development of civil nuclear power, as well as weapons applications and fusion technology. During the last decade, nuclear data at higher energies have been in the limelight due to the discussions about ADS.

The approaches in these two disciplines differ significantly. This is neither a surprise nor a bad choice, because the underlying physics differs significantly, resulting in different research strategies. Below 20 MeV, a single cross section can be of paramount importance to the entire application. An example is the neutron capture resonance at 6.7 eV in $^{238}$U that provides the Doppler effect so important for the stability of critical reactors. Moreover, some cross sections are fundamentally inaccessible to theory, in particular in the resonance region. As a result, at low energies more or less complete data coverage for major elements is required. Above 20 MeV, the situation is fundamentally different. The cross sections are slowly varying in energy, and the behaviour of the system is always dictated by the sum of a large number of reactions, none of which strongly dominates the performance. Therefore, getting a grip on the overall picture has been a more natural ambition in an initial stage, rather than providing precision data on a single reaction.

We have to realize that the task to measure everything that will happen in a future transmutation plant is an insurmountable one. First of all, this is because of practical limitations. At high energies, above 50 MeV or so, one cross section for one nucleus at one energy typically requires about a week of beam time at an international accelerator laboratory. Loosely calculated by industry standards, one week represents a cost of the order of 1 M€. Covering all relevant reactions for all relevant elements at moderate energy intervals would not only present costs approaching national budgets in size, it would also literally take centuries to accomplish with the presently available laboratories.

Furthermore, even if the practical obstacles could be overcome, the situation would still not be satisfactory. In a reactor core, large quantities of short-lived elements can affect the operation, but these isotopes can be impossible to study in experiments.

All these conditions imply that all important data cannot be measured; instead theory has to be used for unmeasured regions. This in turn gives priority to measurements that are decisive for theory development, rather than direct measurements of specific cross sections. Hence, it is possible that reactions not even present in the system, or indirect quantities, should still be measured for theory development reasons.

This also means that at the present stage, when prototype systems still have not been built, there is limited pressure to make measurements covering the full periodic table. Instead, for each of the most important reactions, data on 5-10 nuclei with a reasonable mass coverage is a reasonable goal. It is presently more important that all important reactions are covered with a few good data sets, rather than having data on one of the reactions for many nuclei, if that means a void in the database on some other key reactions.

If the ADS development progresses to construction and commissioning of a prototype in the scale of 50 MW thermal energy or more, I find it reasonable to raise the ambition level. In that case, I would advocate that about 20 nuclei per major reaction should be studied experimentally. Today, the focus has been on closed-shell nuclei; in such an extended experimental campaign I would like some nuclei in between the closed-shell nuclei as well to get a better grip on mass dependencies. It should also be considered to study the same reaction on a few closely-lying nuclei to verify whether the current models can successfully describe structure differences. Finally, some efforts should be devoted to nuclei of direct technical importance. For instance, today no efforts have been spent on elastic scattering on uranium because it has limited usefulness in model development, but in a prototype system it should be reasonably well known, given the large quantities of uranium present.

In a more distant future, if a full-scale system (of the order of 1 GW thermal energy) were under development, the ambition level should be raised even higher. If we have already 20 nuclei studied at that time, I do not foresee a need to study more nuclei for improved theory, but some more technically motivated nuclei should be studied. In such a situation, I think however that improved accuracy would be more important. That would imply construction of a dedicated laboratory for cross section measurements.
Present nuclear data status

It is a fairly limited class of reactions that are of major interest for the further development of ADS applications. These are elastic scattering, inelastic neutron emission, light ion production, heavy ion production and fission. In addition, data on total and reaction cross sections are important for model development.

Elastic scattering has been studied on a range of nuclei up to 96 MeV. At present, seven nuclei ranging from $^1$H to $^{208}$Pb have been studied [6-8] and an overall uncertainty of about 5 % has been achieved. A novel normalization method has been established that allows elastic scattering data to be normalized absolutely to about 3 % uncertainty [9]. This method, however, works only for elastic scattering. Feasibility studies have shown that the technique as such works up to about 200 MeV, so these studies can be extended up in energy. At present, preparations for a series of elastic neutron cross section measurements at 175 MeV are undertaken, with $^{56}$Fe and $^{209}$Bi as candidates for the first nuclei to be studied.

An experimental programme on inelastic neutron emission, i.e., $(n,xn')$ reactions, is in progress [10]. Data covering a wide energy and angular range have been taken on lead and iron, and the method as such seems to work. It is too early to quote a final uncertainty in the results, but 10 % seems feasible. In parallel, data on carbon, iron, yttrium and lead with a similar quality but a more restricted angular and energy range have recently been extracted by an extended analysis of existing data [11].

Data on light ion production has been acquired on about ten nuclei at 96 MeV, and analysis is in progress. At present, data on five nuclei have been published [12-14]. Normalization has been obtained by simultaneous detection of $np$ scattering at an angle where the cross section uncertainty can be estimated to about 5 %, which is the dominating uncertainty in the final light ion production cross sections. These studies are presently being extended to 175 MeV. Data on carbon and iron have been measured, and experiments on lead and uranium are being planned.

Fission cross sections have been studied at many facilities up to about 200 MeV energy. The energy dependencies of the cross sections agree fairly well in shape, but the absolute scale differs by up to 15 % (for a review, see ref. [15]). It is at present not clear what causes this. One possibility is the normalizations used. Another possible cause is that the sensitivity to low-energy neutrons is not under control for some of the experiments. Dedicated experiments to remedy this situation are underway.

In principle, fission cross sections can be measured up to several GeV using white beams with a very high initial proton energy, like at the CERN-nTOF facility [16]. The neutron beam intensity is very low, but the cross sections are large and it is possible to detect a major fraction of the fission fragments, resulting in reasonable statistical precision. A major problem, however, is normalization, since the beam intensity is very difficult to monitor at these very high energies.

There are only a few examples of other fission data than cross sections. This means that important fission parameters, like angular distributions, yields, etc., essentially remain to be investigated at high neutron energies.

Total cross sections have been measured at LAMPF and PSI up to about 600 MeV, with around 1 % uncertainty [2]. The reason for the very good accuracy obtained is that in contrast to the other cross sections discussed, total cross sections can be measured without knowledge of the absolute beam intensity. The dominating uncertainty is knowledge of the target properties, like homogeneity. Therefore, it is difficult to see that major improvements could be expected in total cross section measurements.

Reaction cross sections can be measured with techniques similar to total cross section measurements. The uncertainties can be expected to be slightly larger, because of a slightly more complicated detection and larger corrections. A few reaction cross section measurements were performed about 50 years ago, resulting in uncertainties of about 3 %, but since then, no new data have been published (for a review, see ref. [9]). I estimate that 2 % uncertainties should be attainable in a modern high-quality experiment.
Table 1. Summary of present status of the most important cross sections on neutron-induced nuclear reactions above 20 MeV (LI: Light ions).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Status</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n,n)</td>
<td>Done up to 100 MeV Underway at 175 MeV</td>
<td>5 %</td>
</tr>
<tr>
<td>(n,n'x)</td>
<td>Done up to 100 MeV Underway at 175 MeV</td>
<td>10 %</td>
</tr>
<tr>
<td>(n,LI)</td>
<td>Done up to 100 MeV Underway at 175 MeV</td>
<td>5 %</td>
</tr>
<tr>
<td>(n,f)</td>
<td>Cross sections up to 200 MeV Possible up to 5 GeV (absolute scale problem) Angular distributions, yields, etc. remaining</td>
<td>15 % Overall limitation: normalization 5 %</td>
</tr>
<tr>
<td>(n,tot)</td>
<td>Done up to 600 MeV</td>
<td>1 %</td>
</tr>
<tr>
<td>(n,reac)</td>
<td>Done up to 300 MeV, but very old data</td>
<td>3 %</td>
</tr>
</tbody>
</table>

Possibilities with optimization of existing technology

Up to now, no truly dedicated laboratory for high-energy neutron nuclear data studies has been built. All work has been performed at general nuclear physics research machines, at which neutron beam facilities have been installed after the accelerator had been designed. It should be realized, however, that if a dedicated laboratory were designed and built, nuclear data of better quality could be obtained.

There are some technical features of special relevance for high-quality neutron experiments that differ neutron experiments from many (or even most) standard nuclear physics experiments employing charged-particle beams. High beam intensity is indispensable since neutron beams are by definition secondary, with inevitably limited intensities. Short beam pulses with large – and preferably variable – separation in time are other very attractive features. The latter could be obtained with a cyclotron or linear accelerator with a pulse selection system at an early stage in the acceleration.

Such a laboratory could provide conditions allowing all the reactions measured until today to be studied with reduced uncertainties. The limiting factor today is the uncertainty in the $np$ scattering cross section, resulting in a 5 % final uncertainty. It is reasonable to presume that with a dedicated neutron laboratory, an uncertainty in the $np$ differential cross section of 2 % could be reached, resulting in a final uncertainty of 3 % in experiments measured relative to it. Reducing uncertainties from 5 % to 3 % might not sound like an overwhelming improvement, but for the development of ADS, it could make a significant difference, not at a research stage but when technical large-scale implementation is approaching.

Besides large-scale data production of the already mentioned reaction channels, such a dedicated neutron laboratory could open new areas of research. One scientifically very tempting prospect is multi-ejectile detection. If large pulse separation were available, the target could be surrounded by a high-granularity sphere of neutron detectors, allowing $(n,2n)$, $(n,3n)$, etc. reactions to be studied simultaneously. Similarly, the target could be surrounded by detector telescopes for charged-particle detection covering $4\pi$ solid angle. With such multi-ejectile detection, correlations could be studied in a way hitherto not even attempted. Last but not least, integral experiments would be greatly facilitated at such a facility.

A limiting factor with present technology is the neutron production. Presently, the $^7$Li($p,n$) reaction is the most frequently used. The neutron yield is limited by the cooling of the neutron production target, i.e., too intense incident proton beam will result in target melting.
Table 2. Summary of present uncertainties of the most important cross sections on neutron-induced nuclear reactions above 20 MeV, and estimated uncertainties with optimization of present technology as well as with introduction of high-intensity tagging techniques.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Present uncertainties</th>
<th>Optimal uncertainties with present technology</th>
<th>Uncertainties with high-intensity tagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n,n)</td>
<td>5 %</td>
<td>3 %</td>
<td>1.5 %</td>
</tr>
<tr>
<td>(n,n'x)</td>
<td>10 %</td>
<td>4 %</td>
<td>2.0 %</td>
</tr>
<tr>
<td>(n,LI)</td>
<td>5 %</td>
<td>3 %</td>
<td>1.5 %</td>
</tr>
<tr>
<td>(n,f)</td>
<td>15 %</td>
<td>3 %</td>
<td>1.5 %</td>
</tr>
<tr>
<td>(n,tot)</td>
<td>1 %</td>
<td>1 %</td>
<td>1.0 %</td>
</tr>
<tr>
<td>(n,react)</td>
<td>3 %</td>
<td>2 %</td>
<td>1.5 %</td>
</tr>
</tbody>
</table>

Future possibilities

If looking a bit further into the future, we can allow ourselves to be more visionary. To my opinion, the single most important problem to solve if we want a significant development of the field is normalization. At present, we inevitably end up with an uncertainty of about 5 %, because we have to normalize to something, typically np scattering, which is known to – at best – 5 %, and it is difficult to see how this can be radically improved upon in a short term with present techniques [17]. As outlined above, reaching a 2 % uncertainty in the np scattering cross section should be feasible with a dedicated laboratory using optimized existing technology.

I consider energy resolution to be the second largest problem, with intensity on third place. These two are, however, to a large degree coupled. If you aim for good neutron-beam energy resolution, you have to pay by poor intensity and vice versa. It is presently close to inconceivable to produce neutrons at high energies with a resolution better than 1 MeV with a reasonable intensity. The limited intensity puts severe constraints on the detection, in such a way that the detection often has to be performed with techniques that sacrifice resolution for efficiency, resulting in a final resolution of a few MeV. This means that only in a few rare cases, resolved final states can be studied.

Recently, a way out of the problems above has been proposed. At CERN, planning is ongoing for a beta-beam facility [18]. The background is that neutrino physics has progressed rapidly the last few years, with the discovery of neutrino oscillations as the most visible example. Up to now, essentially all accelerator-produced neutrinos have been muon neutrinos, being the final product of pion decay. Electron neutrinos are much more difficult to produce in large amounts, because they require nuclear beta decay for their creation.

At the proposed CERN beta-beam facility, production of suitable beta-emitting nuclei should be undertaken in an ISOLDE-like facility, and the produced nuclei should be post-accelerated to very high energy by a series of accelerators, the final one being SPS. After acceleration, the ions are directed to a decay ring of race-track shape. At these very high energies, hundreds of GeV per nucleon, there is a very strong Lorentz boost, which means that the neutrino is emitted very close to the beam direction in the laboratory system, in spite of that the emission is isotropic in its moving reference frame. Thereby, intense neutrino beams can be produced. The idea is to build the decay ring so that one straight section points towards a distant neutrino detector to allow studies of electron neutrino oscillations.
Intense neutron beams could be a spin-off from that facility. It has been proposed to use two production targets, one for nuclei suited for neutrino emission in the decay ring, and one for beta-delayed neutron emitters. Some unstable neutron-rich nuclei can beta decay to a nucleus that promptly emits a neutron (a process which by the way is of utmost importance to the stability of nuclear power reactors). This neutron has typically an energy of a few hundred keV in its rest frame. By accelerating the beta-delayed neutron emitters up to a few hundred MeV per nucleon, the Lorentz boost is sufficient to focus the beam to reasonable dimensions. All this can be done in parallel with the primary objective, since the accelerators for the neutrino emitters have a long cycle with a low duty factor. Thus, for most of the time there is no injection into the synchrotrons for neutrino emitter acceleration, and then the production targets can be used for beta-delayed neutron emitter production. The resulting neutron beam has an energy in the 100–500 MeV range with an energy resolution of about 1 MeV, and intensities of about $10^{11}$ n/s are estimated. This should be compared with $10^{6}$ for present-day technology, i.e., an improvement by a factor 100 000 (!).

With such intensities, only imagination sets the limit for what can be achieved. First and foremost, such intensities are not too far from what has been used in proton beam experiments for fundamental nuclear physics. This opens opportunities to study, e.g., the role of isospin in nuclei by conducting a carefully selected set of experiments where information from experiments with neutrons could be combined with previous information from proton-induced reactions. Many types of fundamental physics issues hitherto inaccessible to experiments could be within reach to address. This is such a large field that it deserves its own workshop.

If we now restrict the discussion to nuclear data for ADS applications and turn to my problem list above, it seems feasible that we can address all of them through one experimental trick: tagging. If we use the neutron beam directly for experiments we have essentially only solved the intensity problem, but the other two remain; we end up in a 1 MeV resolution due to the inherent energy spread, and we are still plagued by the normalization problem. Tagging means that we produce a secondary neutron beam of lower, but better known, intensity.

One candidate reaction is to let neutrons scatter from a hydrogen target, and the recoil proton is detected. Since this is a two-body final state, detection of the associated proton means that a neutron must have been scattered to the corresponding direction. Thereby, the normalization problem can be circumvented, since we count the neutrons one by one through the associated particle. If this tagging is performed with high resolution, both in energy and angle, we can also know the neutron energy event by event far better than the initial neutron beam energy resolution. If the tagging is performed with a magnetic spectrometer, the tagger can be made rather insensitive to the ambient background, and a proton energy resolution of better than 100 keV can be obtained, resulting in a comparable neutron energy resolution.
With reasonable estimates on tagger parameters, $10^4$ tagged neutrons with an energy resolution of 100 keV should be possible to reach, given the beam intensity above. This might sound like a poor intensity, but with such a resolution, final states can be well resolved and background becomes much less of a problem, which means that already a small number of events will result in a good accuracy. Moreover, since the intensity can be determined to about 1 % in a typical tagger system, the accuracy is far better than what can be obtained today. In cases when the demands on energy resolution are not as stringent, a thicker tagger target can be used, resulting in increased intensity. This goes faster than linear, because with a worse resolution, the intensity at the tagger is increased, thicker secondary experimental targets can be used, and the detection limitations are less severe. Therefore, even with resolutions that are on the limit to be possible untagged today, we might have tagged beams of intensities exceeding what is presently available in a not too distant future.

A second technique would be to use a similar production as above (1-2 GeV protons on a combined target-ion source) to produce $^6$He, which in turn would be accelerated to hit a target [19]. Roughly, $^6$He can be described as an $\alpha$ particle with two loosely attached neutrons. When hitting a target, the two neutrons are dissociated with a large probability, and continue along the direction of the incident beam with the incident velocity. The charged particles (the remaining $^4$He and residual $^2$He) are bent by a magnet system and a clean neutron beam is produced, with a divergence similar to that of a beta-delayed neutron beam. This latter technique does not have the potential to produce as intense fluxes as the beta-decay in flight, but on the other hand it requires much less advanced accelerators. This technique could possibly be installed at existing CERN facilities after some upgrades. Initial estimates indicate a factor a hundred to a thousand larger neutron fluxes than for present facilities to be within reach.

**Recommendations for future research**

In the coming five years, the most important development concerning experiments on nuclear data above 20 MeV for ADS applications is to my opinion an integral experiment at an energy significantly higher than the 68 MeV that presently represents the highest energy studied. At the previous NEMEA symposium, a proposal for such an experiment at 100 and 175 MeV was presented. I believe such an experiment has the highest priority at present.

Next priority would be to complete the (n,n'x) experiments at 100 MeV. So far, two nuclei ($^{56}$Fe and $^{208}$Pb) have been studied where the full neutron emission spectrum has been recorded, but the results remain to be published. I would advocate at least two more nuclei to be studied, for instance $^{12}$C and $^{89}$Y to get at least one light nucleus and one in between iron and lead.

After such an experiment has been carried out, the situation up to 100 MeV would be – for the moment – satisfactory, and I suggest the main attention should be directed towards data on the most important reactions at a higher energy. The only facility in Europe where such experiments at present can be carried out is TSL, which runs 175 MeV as its standard energy. Thus, my third priority is neutron scattering (elastic first priority, with inelastic as second priority) and light-ion production on 5-10 nuclei.

The program outlined above should take about five years to complete with adequate funding. After completion of this program, the possibilities with present technology and existing facilities would essentially be completed. It is of course possible to increase the data base by running more nuclei with existing technology, but if the ambition is to improve the quality, new facilities have to be developed. Even if decided today, it is a ten-year process to commission such a new laboratory. Thus, the list above should serve as a recommendation for research until the construction of a new facility has been decided upon.
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Abstract: Recent keff analysis of Pu-fuelled systems with the JEFF-3.1 Evaluated Nuclear Data Files showed the systematic overestimation of the calculated core reactivity. Sensitivity studies performed on iso-thermal temperature moderator analysis have demonstrated the need for improving the description of the \(^{239}\text{Pu}\) neutron cross sections in the sub-thermal energy range \cite{2}. Knowing the poor accuracy of the EXFOR data below the thermal energy range, integral trends have to be taken into account in the evaluation work. In order to provide reliable results, the generalized least square fitting model implemented in the CONRAD code \cite{9} has been significantly improved (i) to be able to use sensitivity coefficients calculated with the standard perturbation theory (ii) and to provide realistic uncertainties on integral data. The focus of the presentation is to show results obtained on the \(^{239}\text{Pu}\) capture and fission neutron cross sections with an exhaustive integral validation. The user-friendly implementation of such methodology allows an easy generalisation of the present evaluation work to higher neutron energies.

Introduction

Evaluating uncertainties and correlations in the nuclear data field is of great interest for reactors physicists as it is a major contribution in their own uncertainty propagation evaluation \cite{1}. One major drawback found by reactor physicist is the fact that most of the time the integral (or analytical) experiments were not taken into account sufficiently soon in the evaluation process to remove discrepancies.

In this paper, we are describing a clear mathematical framework to take into account properly the information coming from integral experiment done on reactor mock-up or simple integral experiment (e.g. ICSBEP). In the first part of the paper, the general mathematical description of traditional evaluation process (parameter fitting) will be presented.

Then, the way we can absorb integral experiment results will be described. In addition, a best practise recipe is given to explain how to use the method. In the last chapter, \(^{239}\text{Pu}\) analysis will be presented.

Traditional parameter estimation

Let \(\mathbf{y} = \{y_i\}, (i = 1, \ldots, N_j)\) denote some experimentally measured variables, and let \(\mathbf{x}\) denote the parameters defining the model used to simulate theoretically these variables.

Using Bayes’ theorem \cite{3} and especially its generalisation to continuous variables\cite{4}, one can settle the following relation between conditional probability density functions (written \(p(\cdot)\)) when the analysis of a new data set \(\tilde{y}\) is performed:

\[
p(x|\tilde{y}, U) = \frac{p(x|U)p(\tilde{y}|x, U)}{\int dx p(x|U)p(\tilde{y}|x, U)}
\]

where \(U\) represents the "background" or "prior" information from which the prior knowledge of \(\mathbf{x}\) is assumed. \(U\) is supposed independent of \(\tilde{y}\). In this framework, the denominator is just normalization constant.

The formal rule \cite{5} used to take into account information coming from new analysed observations is:
A fitting procedure can be seen as an estimation of the first two moments of the posterior density probability of a set of parameters \( \tilde{x} \), knowing a priori information on these parameters and a likelihood which gives the probability density function of observing a data set knowing \( \tilde{x} \). This is a standard procedure for parameters estimation in the nuclear data field [8,9].

To solve this problem, one has to make some assumptions on the prior probability distribution involved. Given a covariance matrix and mean values, the choice of a multivariate joint normal for the probability density \( p(\tilde{x}/U) \) is maximizing the entropy [6]. After an additional approximation (so-called Laplace approximation [7]), if the expectation and covariance matrix are \( \tilde{x}_m \) and \( M_x \), the evaluation of posterior expectation and covariance are done by finding the minimum of the following cost function (a generalized least-square):

\[
(\tilde{x} - \tilde{x}_m)^T M_x^{-1} (\tilde{x} - \tilde{x}_m) + (\tilde{y} - \tilde{t})^T M_y^{-1} (\tilde{y} - \tilde{t})
\]

### How to take into account Integral experiments?

#### Integral experiments?

Let us define clearly what we call an integral experiment in this paper.

A possible general (but non-exhaustive) definition:
- international benchmark ICSBEP,
- analytic experiments on reactor mock-up (EOLE, MASURCA,...)
- clear reactor irradiations (PHENIX)

In our case, additional constraints exist: not all experiments are good candidates.

The profile of a good candidate is the following:
- a well described experiment: C/E discrepancies targeted
- experiment must be properly calculated (see Figure.1):
  - bias calculated (C/C')
  - sensitivity coefficients available

![Figure1. Radial section of EOLE with Tripoli4](image)

Information related to integral experiments
We use the integral experiments in addition to traditional parameter estimation. The "traditional" estimation acts as a prior information close to the "true" value, so slight changes will be done. Given I, a measurement which is related to cross sections ($k_{\text{eff}}$, ...), the first order approximation is valid because of the slight changes. One obtains:

$$I = I_0 + \sum_i \frac{\partial I}{\partial \sigma_i} (\partial \sigma_i - \sigma_i^0)$$

where i represents different kinds of cross-sections (fission, capture, ...). $I_0$ is the calculated value for I and the set of calculated sensitivities is supposed to be constant (when the cross-sections slightly change):

$$\tilde{S}_i = \frac{\partial I}{\partial \sigma_i} \frac{\sigma_i^0}{I_0}$$

Then, given $I_E$ and $\delta_E$, the measurement and associated standard deviation, one can add to any cost function an additional term which is going to take into account the integral experiment tendencies:

$$((\tilde{x} - \tilde{x}_m)^T M_x^{-1} (\tilde{x} - \tilde{x}_m) + ... + ((I_E - I)/\delta_E)^2$$

The participation of the integral experiment in the cost function can be far lower than those of differential experiments. Numerical problems can arise (round off, un-sensitive parameters). Treating both types together could therefore hide the integral effects. Thus, differential and integral experiments are going to be used successively in this paper.

**Integral experiments treatment in CONRAD**

To implement previous equations in CONRAD [9] (to take into account integral experiment in the cost function), one has to calculate the gradient of I with respect to the parameter set $\tilde{x}_m$:

$$\frac{\partial I}{\partial \sigma_i} = \sum_i \frac{\partial I}{\partial \tilde{x}_m} \frac{\partial \tilde{x}_m}{\partial \sigma_i}$$

$\frac{\partial I}{\partial \sigma_i}$ are given by neutronic codes via sensitivity calculations ($\tilde{S}_i$) and $\frac{\partial \tilde{x}_m}{\partial \sigma_i}$ are calculated by CONRAD.

**Best practice to take into account integral experiments**

One has to make some assumptions on the level of knowledge associated to the prior evaluation.

**First case**

Suppose that, for a given isotope, in a given energy domain treated by a given model, a proper evaluation of the parameter set $\tilde{x}_0$ with its associated covariance matrix $M_0$ was performed. This can be considered as your background information U (see previous paragraphs). As a result, there is only one additional term in the cost function:

$$((\tilde{x} - \tilde{x}_m)^T M_x^{-1} (\tilde{x} - \tilde{x}_m) + ((I_E - I)/\delta_E)^2$$

In this situation, the parameters covariances represent some most probable intervals of values for the parameters. Using additional information coming from integral measurements will change the parameters in this most probable interval.

**Second case**
You have the knowledge of the parameters but no idea of the associated uncertainties. You must then do a retro-active analysis [8] of the parameters in order to obtain an estimated covariance matrix as follows.

You have to choose a limited set of differential experiments of interest for your energy region. The covariances on the parameters can be estimated with the following equation:

\[ M^{-1}_x = \sum_i S^T_i M^{-1}_y S_i \]

where \( S_i \) represents the vector of the following derivatives:

\[ (S_i)_{jk} = \frac{\partial t_i^j}{\partial x_k} \]

where \( t_i \) is the theoretical modelization of \( i^{th} \) experiment. Then, the problem becomes of the first type.

**Application to the \(^{239}\text{Pu} \) case**

\(^{239}\text{Pu} \) nuclear data accuracy is an important issue for reactor applications. \( \text{keff} \) analysis of Pu-fuelled systems showed systematic overestimation of the calculated core reactivity. A first paper was presented to propose modifications on cross sections (as well as the modification of the mean number of fission neutrons) [2]. In this paper, we are using the same approach but in a clear mathematical framework.

**Measurements involved for this paper**

Measurements of the Isothermal Temperature Coefficient (mainly driven by Moderator Temperature Coefficient: MTC) of 100%-MOx cores were performed in the EOLE facility in cold (20-80 °C) and hot operating conditions (150-300 °C).

Experimental validation of the APOLLO2 deterministic code, using both JEF-2.2 and JEFF-3.1 libraries based, demonstrates [10,11]:

- a systematic underestimation of the MTC in cold conditions of (-2.0 +/- 0.3)pcm/°C,
- a well-assessed MTC in hot conditions (+1.0 +/- 2.0)pcm/°C.

The analysis of physical phenomena [11] has shown that the negative error in the low-temperature range is linked to the thermal spectrum shift effect, which is strongly dependant on the sub-thermal and thermal shapes of the plutonium cross sections. The used integral measurement is thus the MTC measured in EOLE.

We aim at changing the thermal shape, so we focus on the negative resonances and the first positive resonance (at 0.3eV).

**A priori \(^{239}\text{Pu} \) uncertainties estimations**

As a priori estimation, we choose the result of [2] which is the JEFF3.1 evaluation with a negative resonance added at -20meV. The covariance matrix on the resonance parameters is missing, so we did a retro-active analysis with CONRAD [9] by using microscopic experiments (second case of previous paragraph). The following experiments were taken into account:

- Weston fission measurements (1993) [12], statistical uncertainties are given on EXFOR and a systematic uncertainties of 0.6% was added as recommended.
- Gwin capture measurements (1971) [13], there is no information about uncertainty on EXFOR, so we have assumed 1% of statistical and 3% of systematic uncertainties.

The retro-active analysis was performed on the [0eV,3eV] energy domain and the parameters of interest (Energy, capture width and fission width) prior covariance matrix was generated. An example of theoretical covariance on the fission cross section is given in Figure 2.
Figure 2. Fission cross section covariances in the [0eV,1eV] energy range.

Selection of parameters for the integral experiment analysis

Influence of parameters on the MTC was calculated with "Standardized Regression Coefficients":

\[
\text{SRC}_x = \left( \frac{\partial \text{MTC}}{\partial x} \frac{\delta_x}{\delta_{\text{MTC}}} \right)^2
\]

where the derivatives \( \frac{\partial \text{MTC}}{\partial x} \) are calculated in conjunction by CONRAD \( \left( \frac{\partial \hat{\sigma}}{\partial x} \right) \) and APOLLO2 \( \left( \frac{\partial \text{MTC}}{\partial \hat{x}} \right) \).

This coefficient gives information on parameters which:

- are influential (large \( \frac{\partial \text{MTC}}{\partial x} \)),
- and which can give room for variation (not too small \( \delta_x \)).

Figure 3. shows SRC values found for the negative resonances and the first positive resonance. A short-list of parameters was found with this SRC analysis.
Figure 3. Standardized Regression Coefficient.

Because we want to change only the thermal shape, other energy domains must not be affected by parameters variations. Sensitivities of fission and capture cross-sections to these parameters were calculated to check the range of their influence.

The relative sensitivities:

$$S_i = \frac{\partial \sigma_i}{\partial x} \frac{x}{\sigma_i}$$

were calculated with CONRAD as well.

For example, the second fission width of the resonance at -6.9eV was dropped out because of his influence on the fission cross section after 0.3eV as can be seen in Figure 4.
Parameters which satisfy above criterion are those of the resonance added by D. Bernard [2]:

\[ E = -20 \text{ meV}, \quad \Gamma = 6 \text{ meV}, \quad \Gamma_{f1} = -36 \text{ meV} \]

**Results of the adjustment on integral experiment**

The new estimation of the parameters with CONRAD [9] gives:

\[ E = -15.00 \text{ meV}, \quad \Gamma = 6.06 \text{ meV}, \quad \Gamma_{f1} = -31.30 \text{ meV} \]

The new cross-sections have slightly changed, for the thermal values one obtains:

- Fission : 746.74 barns  (-0.91 barn with respect to JEFF3.1)
- Capture : 273.18 barns  (+2.54 barns  with respect to  JEFF3.1)
- Total : +1.59 barns  with respect to JEFF3.1

The discrepancies on the MTC are summarized in table 1:

<table>
<thead>
<tr>
<th>Experiment</th>
<th>(C-E) pcm/°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>pcm/°C</td>
<td>JEF 2.2</td>
</tr>
<tr>
<td>-15+/-0.3</td>
<td>-2.0</td>
</tr>
</tbody>
</table>

Discrepancy between calculus and experiment on the MTC is still too large. The $^{239}$Pu thermal shape cannot explain the whole problem. Nevertheless, this data assimilation improves slightly the C/E and gives also the covariance matrix on the parameters.

**Conclusion**
This paper describes a mathematical framework to add integral experiments information during the evaluation process with the CONRAD code [9].

The integral experiments are seen as feedbacks for an evaluation, so they are used after differential experiments treatment to correct accurately the parameters.

The following conclusions can thus be made:

- use of clear integral experiment can and should be added in the evaluation process;
- best practises should be used and described (non exhaustive presentation here);
- in Cadarache an extensive use of this methodology in conjunction with proper covariances estimations is scheduled with CONRAD;
- the interaction between reactor physicists and nuclear data evaluators should:
  - be imposed ...,  
  - append in a clear mathematical framework,   
  - be as far as possible automatic,   
  - associated with validation benchmarks to avoid non-expected discrepancies.
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Abstract: Neutron cross sections have been measured for Lu, Ge, Ta and Tb isotopes with neutron activation technique. Foils of natural composition were irradiated by fast neutrons produced by neutron generator NG-300/15. Also tantalum samples were irradiated with reactor filtered beams. To ensure results accuracy and precision all the possible sources of uncertainties, including the coincidence summing and self-absorption effects have been taken into account. Calculations of efficiency and correction factors have been performed with Monte Carlo simulations. The cross section results obtained for $^{175}\text{Lu}(n,\alpha)^{172}\text{Tm}$, $^{72}\text{Ge}(n,2n)^{71}\text{Ge}$ and $^{181}\text{Ta}(n,\gamma)^{182\text{m}}\text{Ta}$ reactions were reported for the first time. The earlier available cross section upper estimate for nuclear reaction $^{155}\text{Ta}(n,n'\alpha)^{155}\text{Eu}$ is reported as one order lower value. Theoretical calculations of excitation functions were conducted with the Talys-1.0 code.

Introduction

At present the reliable nuclear data is very important for several reasons. Requirements for neutron cross section values with high accuracy depend on gradual enlargement of amount of nuclear data practical applications. The reaction cross sections for incident neutron energies about 14 MeV are very useful in nuclear technology applications and nuclear theory investigations, especially in fusion reactor technology. Due to lack of universal nuclear reaction model such an approach with new and verified nuclear data may be considered as important for testing the applicability of the statistical model for description of (n, 2n) reactions mechanisms on nuclides rather away from the stability line.

But, notwithstanding the fact that there are huge nuclear data bases which involve many neutron activation cross sections data for neutron energy about 14 MeV, some unsolved problems still remain in this energy interval. Except incompleteness of nuclear data bases [1, 2] the discrepancy between existing results has been observed as well, what may lead to errors unrecognized during interpolation of experimental data and to influence the quality of estimated data. Research of radiation capture reactions cross section when a daughter nucleus may be obtained in metastable state is of great importance for nuclear matter structure understanding.

Denoted elements have been selected for investigations due to above described reasons and their utilizations in different areas of human life. $^{161}\text{Ta}$ as a reactor material is very interesting to study it’s interaction with neutrons. Concerning to requests in [2] the most attention was paid to reactions $^{175}\text{Lu}(n,\alpha)^{172}\text{Tm}$ and $^{72}\text{Ge}(n,2n)^{71}\text{Ge}$ due to lack of such cross-section data in literature at all. Terbium and lutetium are two rare earth elements which are interesting because of their complexity of β-branching and γ-spectra in this mass region. The experimental (n,2n) reaction cross sections values in the rare earth region reported in literature were obtained mostly using poor-resolution counters. Besides that many of the data available has large error bars and often show gross disagreements between one and others. Cross sections of rare reaction as (n,n′α) is important to know what interferences might be present from possible contributions from these rare reactions. Finally, knowledge of cross sections for these reactions is an aid in the proper mass assignment of new activities found in fast neutron studies.

Experimental method

Determination of all cross sections was performed using neutron-activation technique. The reaction yields have been determined by measurements of induced activity. Samples in the shape of disc foils of natural Tb, Ge, Lu and Ta isotopes have been irradiated with D-T neutrons. Additionally tantalum irradiated by D-D neutrons and reactor filtered beams. The neutron generator NG-300/15, which was designed and built at the Department of Nuclear
Physics, University of Kyiv, has been used as a source of fast neutrons [3]. Experimental research of radiation capture reaction cross section for $^{181}$Ta nucleus has been performed at a research reactor WWR-M of the Institute for Nuclear Research, National Academy of Sciences of Ukraine [4]. The maximum current of deuterium ions beam is 10 mA. To generate neutrons with energy $\sim 14$ MeV a molecular component of deutron beam $D_2$ has been used. A diaphragm to form a beam with diameter 10 mm has been used to decrease disperse of neutron energy in ion-pipe that allows to use different parts of sample after every irradiated series. Location of deutron beam axis has been defined from distribution of neutron flux density on the target by method of foil activation. The average neutron energy has been determined experimentally using Zr/Nb ratio method [5]. Stakes of niobium and zirconium foils have been irradiated simultaneously at different angels relative to the incident deutron beam direction. The indium and cadmium foils were used as additional protection from scattered low energy neutrons.

Several series of experimental measurements have been conducted, gradually irradiated the samples Ge, Tb and then Lu. Samples had a natural composition, before irradiation they have been checked for the presence of impurities. For terbium the angel of the irradiation position with respect to the d$^+$ beam direction was 0 degrees on 75 mm distance from Ti-T target. The lutetium samples were irradiated under 0, 65, 135 degrees and Ge disks at 45, 75, 120 and 150. The average neutron flux density was $\sim 1.6 \cdot 10^{10}$ (n/cm$^2$·s) and depended on the specimen position under irradiation. Tantalum disks irradiated by DD-neutrons under 0 degrees with neutron flux $\sim 3 \cdot 10^8$ (n/cm$^2$·s) and neutrons flux densities were obtained for used filters: 1.9 keV filter ($^{10}$B, Sc, $^{60}$Ni) - 4.81-$10^6$ (n/cm$^2$·s), 58.7 keV filter ($^{10}$B, Al, S, $^{58}$Ni) - 1.90 -$10^6$ (n/cm$^2$·s), 144.5 keV filter ($^{10}$B, Si, Ti) - 3.87-$10^5$ (n/cm$^2$·s). For monitoring purpose an absolute value of neutron flux was checked with $^{115}$In(n,$\gamma$)$^{116m}$In and $^{93}$Nb(n, 2n)$^{92m}$Nb,$^{27}$Al(n,a)$^{24}$Na reactions. The neutron flux uncertainty was kept as constant within $\leq 5\%$. For experiment optimization the neutron spectra were calculated with Monte Carlo approach also [6]. It was taken into account both the real irradiation conditions, sample dimensions and position relative to the Ti-T target. Time of irradiation varied within (5 – 180) min to guarantee maximum reaction yields. Time of measurements varied dependently of reaction product half-lives. The radioactivity of the reaction products was assayed by gamma-ray spectroscopy using a co-axial HPGe detector with sensitive volume $\sim 110$ cm$^3$, Ge-planar $\sim 1$ cm$^2$ and low-background anticoincidence spectrometer. Calibration procedure has been performed with a set of standard point sources ($^{133}$Ba, $^{241}$Am, $^{60}$Co, $^{137}$Cs). Cross sections have been determined by relative method and the reactions $^{27}$Al(n,a)$^{24}$Na, $^{93}$Nb(n, 2n)$^{92m}$Nb have been selected as monitor ones. The values of measured cross sections were determined for different gamma energies with subsequent weighted averaging. In the case of $^{71}$Ge due to the absence of suitable gamma-rays KX-ray spectra were acquired and in corresponding formula the fluorescent yields were used. In order to deduce reliable cross-section values, all the sources of biases were thoroughly considered. Because of big thickness (up to 2 mm) and high density of irradiated samples it was necessary to take into account self-absorption effects as well. A modeling approach has been used with Monte Carlo simulations. Correction factor was taken as the ratio of detector efficiency in cases of point and volume radiation sources. The efficiency of point and volume sources (activated foils) was calculated with MCNP 4C code [6], correction factors for coincidence summing have been calculated by Nuclide Master+ code [7]. The input information for these calculations was the parameters about nuclear structure from estimated data base ENSDF and real geometry of measurements.

**Results of measurements**

The neutron induced reactions (n, p), (n, $\alpha$) and (n, 2n) were studied at the average neutron energy of 14.6 MeV for the terbium, germanium and lutetium isotopes. Cross section values for reaction (n,$\gamma$) have been determined only for tantalum. Cross section values were measured and presented in Tables 1-3. Each value is based on several independent measurements. The available literature cross section values [1] for incident neutron energies about 14 MeV is given in the same tables for comparison. As a confirmation of accurate using of measurement technique applied it can be considered the fact that for some reactions we gained rather very good agreement with previously measured data.
Theoretical calculations of excitation functions have been performed with code Talys-1.0 [8]. Evaluated data have been taken from ENDF B/VI data base. At neutron energies higher then 8 MeV pre-equilibrium processes do predominate, therefore in calculations of excitation functions two-component exciton model [8] was used. For reaction $^{175}\text{Lu}(n, p)^{176}\text{Yb}$, $^{72}\text{Ge}(n, 2n)^{71}\text{Ge}$, $^{175}\text{Lu}(n, \alpha)^{172}\text{Tm}$ and $^{176}\text{Lu}(n, \alpha)^{173}\text{Tm}$ acceptable agreement observed between results of measurements and calculations (Fig. 1-4).

Considering the fact that at 14 MeV neutron energy the cross section is rather sensitive to pre-equilibrium process, but for alpha-particles an emission is not simple and exciton model only does not work. It is well-known that for nuclear reactions involving alpha-particles, mechanisms like stripping, pick-up, brake-up and knock-out do play an important role and these direct-like reactions are not covered by the exciton model. The cross section of $(n, \alpha)$ reaction near threshold is sensitive to the stripping reaction. In Talys-1.0 [8] for that reason two phenomenological models are developed. The stripping, pick-up, brake-up and knock-out contributions can be adjusted with the Cstrip keyword. Based on them consideration it has been provided an excellent agreement with experiment (Fig.3-4). Calculations also demonstrated that cross sections in specific cases are insensitive for level density parameters (see Fig. 1). This result obtained confirmed again that behavior of nuclear reaction excitation functions for deformed nuclei is not simple and does not belong to one systematic. Fig.2 presents the calculation results with different optical potential. Measured cross section for $^{176}\text{Lu} (n, \alpha)^{173}\text{Tm}$ reaction is in well agreement with results provided in [9].
### Table 1. Measured cross sections for lutetium isotopes.

<table>
<thead>
<tr>
<th>Nuclear reaction</th>
<th>Half-life</th>
<th>Neutron energy, MeV</th>
<th>Cross section, mb</th>
<th>EXFOR [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{175}$Lu(n, 2n)$^{174m}$Lu</td>
<td>142 d</td>
<td>13.47</td>
<td>480(63)</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.2</td>
<td>382(59)</td>
<td>515(36)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.56</td>
<td>567(60)</td>
<td>627(52)</td>
</tr>
<tr>
<td>$^{175}$Lu(n, 2n)$^{174q}$Lu</td>
<td>3.31 y</td>
<td>13.47</td>
<td>1896(250)</td>
<td>1890(124)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.2</td>
<td>1473(219)</td>
<td>1670(159)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.6</td>
<td>1860(190)</td>
<td>1900(162)</td>
</tr>
<tr>
<td>$^{175}$Lu(n, p)$^{175}$Yb</td>
<td>4.19 d</td>
<td>13.47</td>
<td>10.7(0.7)</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.2</td>
<td>9.8(0.7)</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.6</td>
<td>13.2(0.9)</td>
<td>18.5(2.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.4(0.5)</td>
</tr>
<tr>
<td>$^{175}$Lu(n, α)$^{172}$Tm</td>
<td>63.6 h</td>
<td>13.47</td>
<td>0.7(0.1)</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.2</td>
<td>1(0.03)</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.6</td>
<td>1.5(0.2)</td>
<td>–</td>
</tr>
<tr>
<td>$^{176}$Lu(n, α)$^{175}$Tm</td>
<td>8.24 h</td>
<td>14.6</td>
<td>1.6(0.3)</td>
<td>2.3(0.6)</td>
</tr>
</tbody>
</table>

### Table 2. Measured cross sections for terbium at neutron energy 14.56 MeV.

<table>
<thead>
<tr>
<th>Nuclear reaction</th>
<th>Half-life</th>
<th>Cross section, mb</th>
<th>EXFOR [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{159}$Tb(n, p)$^{155}$Gd</td>
<td>18.48 h</td>
<td>4.8(0.5)</td>
<td>6.6(0.7)</td>
</tr>
<tr>
<td>$^{159}$Tb(n, α)$^{156}$Eu</td>
<td>15.19 d</td>
<td>2.2(0.3)</td>
<td>2.2(0.5)</td>
</tr>
<tr>
<td>$^{159}$Tb(n, n'α)$^{155}$Eu</td>
<td>180 y</td>
<td>0.04(0.02)</td>
<td>&lt;0.30</td>
</tr>
<tr>
<td>$^{159}$Tb(n, 2n)$^{158}$Tb</td>
<td>18.48 h</td>
<td>1913(60)</td>
<td>1909(82)</td>
</tr>
</tbody>
</table>

### Table 3. Measured cross sections for reaction $^{181}$Ta(n, γ)$^{182m2}$Ta.

<table>
<thead>
<tr>
<th>Neutron energy, keV</th>
<th>$\Delta$ Neutron energy, keV</th>
<th>Cross section, mb</th>
<th>$\Delta$Cross section, mb(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.9</td>
<td>1.5</td>
<td>3.7</td>
<td>0.3 (8%)</td>
</tr>
<tr>
<td>58.7</td>
<td>2.7</td>
<td>0.8</td>
<td>0.2 (18%)</td>
</tr>
<tr>
<td>144.5</td>
<td>16.8</td>
<td>0.7</td>
<td>0.1 (13%)</td>
</tr>
</tbody>
</table>

Theoretical predictions by Talys calculations of reaction yield and experimental measurements have shown that cross section value of reaction $^{159}$Tb(n, n'α)$^{155}$Eu is lower by one order than previous presented data [10]. The cross sections values are measured with less than 10% uncertainty, though in few cases the error bars are even larger. For many applications such an accuracy may be considered as acceptable and the cross section values themselves as quite reliable since nuclear constants, interfering reactions, contaminations, neutron flux normalization, energy determination, energy spread, energy attenuation in the sample for irradiation to be detected and instrumental factors with necessary corrections have been taken into account.

### Conclusions

The cross section values obtained can be considered in the process of evaluated data calculation to provide more correct assessment of cross section values for these reactions. The excitation functions for reactions $^{172}$Lu(n, α)$^{172}$Tm and $^{72}$Ge(n, 2n)$^{71}$Ge have been measured for the first time at energy range (13.4-14.7) MeV and cross section for $^{181}$Ta(n, γ)$^{182m2}$Ta at energy 2.8, 14.5 MeV and energies of filtered neutron beams (1.9, 58.7 and 144.5 keV) as well. Good correspondence of our results obtained with results of other research groups could be considered as an evidence of the neutron-activation technique correct using. Theoretical calculations indicated that for (n, α) reaction it is very important to take into account special reaction mechanisms. For some reactions we achieved a
considerable improvement in cross section values accuracy. Presented results can be used in estimated data calculation and provide more correct cross section values for testing of nuclear reaction models. One can stress that it is necessary to use an individual approach in theoretical calculations for certain reactions.
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Abstract: New experimental results are presented on the fission characteristics of $^{238}$U(n, f) in the threshold region from $E_n = 0.9$ to 2.0 MeV and the prompt neutron spectrum from fission of $^{236}$U* induced by neutrons at $E_n = 0.5$ MeV. Fission properties in the vibrational resonance in the fission cross-section of $^{238}$U at $E_n = 0.9$ MeV have been investigated for the first time ever. Possible evidence of an angular dependence of the fission neutron spectrum and indications for the observation of scission neutrons are presented. Improved modeling of the neutron emission in spontaneous and neutron-induced fission has resulted in a better description of the experimental data, when scission neutrons are included. Furthermore, IRMM has taken initiative to respond to the NEA data request to improving prompt fission $\gamma$-ray emission data.

Fission modes in $^{238}$U(n,f)

The experiment on $^{238}$U(n,f) has been performed at the Van de Graff accelerator facility of the IRMM. As fission fragment detector a double-sided Frisch-grid ionisation chamber has been used. More details about this detector can be found in Ref. [1]. The highly enriched $^{238}$U (99.9997%, 132 $\mu$g/cm$^2$) target, was prepared at IRMM. The incident neutron energy ranged from 0.9 MeV up to 2 MeV. At the lowest incident neutron energy the fission cross-section was only about 10 mb. The $^7$Li(p,n)$^7$Be and $^7$T(p,n)$^7$He reactions were used to produce mono-energetic neutrons. Data analysis has been performed taking into account the Frisch-grid inefficiency, the energy loss in the target as well as in the backing, the pulse-height defect in the counter gas and the momentum transfer of the incoming neutron. After having applied all the mentioned corrections to the raw anode and sum pulse-height signals, a further quality check has been made by comparing the corrected anode signals of both sections of the ionisation chamber. This is shown in Fig. 1. A nearly perfect agreement of the pulse height of both sections is visible. The same is true when the mass distribution is calculated as shown in Fig. 2. Hence, the data analysis has been performed in a proper way.

![Figure 1. Comparison of the anode pulse height of the sample side (dashed line) and the backing side (solid line) after applying all corrections.](image1)

![Figure 2. Comparison between the mass distribution calculated from the backing (solid line) and sample side (dashed line).](image2)
Unfortunately however, the predictions of the theory for a strong change of the contributions of the different fission modes [2] at the vibrational resonances in $^{238}\text{U}(n,f)$ could not be verified as can be seen in Fig. 3. This figure shows the fluctuations of the S1 mode as a function of the incident neutron energy. The full line is the prediction [2], the open symbols are previous measurements [3,4] and the full symbols are results of the present work [5].

The prompt fission neutron spectrum

The present measurements were also carried out at IRMM, using the fast neutron time-of-flight technique. A pulsed proton beam of about 1.3 ns FWHM at 1.25 MHz repetition rate and 0.5 μA average current was used. Mono-energetic neutrons of 0.52 MeV average energy were produced using the $^7\text{Li}(p,n)$ reaction. A metallic $^{235}\text{U}$ sample (93.15 % enrichment, 161.28 g) and a similar sized lead sample were applied for foreground and background measurements, respectively. Figure 4 shows the time-of-flight spectra for the uranium and lead runs. Both spectra were normalized to the elastic neutron scattering peak. No time dependent peculiarities were found in the lead-sample background run in the secondary neutron energy range of interest from 0.7 MeV to 12 MeV.

Up to three NE213-equivalent liquid scintillation detectors of 10.2 cm diameter and 5.1 cm length were used in the measurement. At first two of them at 90 degree (flight path 2.73 m) and at 120 degree (flight path 2.40 m). The neutron production target to sample distance was ~5 cm. The results of this experiment have been presented at ND2007 [6].

In a second experiment three identical neutron detectors were used at a flight path of 2.24 ± 0.01 m placed at 90, 150 and 120 degrees. The distance from the neutron production target to the sample was ~8 cm.

A third experiment was done with different sample positions relative to the neutron target to check the possible influence on the polarization of the incident neutron beam. In all experiments, the detectors were shielded against direct and room-scattered neutrons. Pulse-shape analysis was used to reduce the γ-ray background. The detector efficiencies were measured relative to the $^{252}\text{ Cf}$ standard spectrum using a specially designed fast ionization chamber [7]. The energy spectra were corrected for detector efficiency, for neutron multiple scattering in the sample, and for time resolution. A detailed description of the experimental procedure will be published elsewhere [8].

The experimental prompt fission neutron spectra (PFNS) were normalized to unity and the average neutron energy was calculated. A Maxwellian spectrum was fitted in the energy range of 0.7-1.5 MeV and 9-11 MeV to the measured spectrum and an extrapolation to zero and to 20 MeV was done. The average energies measured in both runs are given in Table 1.
Table 1. Average energy of the PFNS for all angles and runs

<table>
<thead>
<tr>
<th>Angle, degree</th>
<th>&lt;E&gt;, MeV</th>
<th>&lt;E&gt;, MeV</th>
<th>&lt;E&gt;, MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run 1</td>
<td>Run 2</td>
<td>Run 3</td>
</tr>
<tr>
<td>R90</td>
<td>2.004</td>
<td>2.002</td>
<td>2.021</td>
</tr>
<tr>
<td>L90</td>
<td></td>
<td></td>
<td>2.007</td>
</tr>
<tr>
<td>L120</td>
<td>2.076</td>
<td>2.050</td>
<td></td>
</tr>
<tr>
<td>R150</td>
<td></td>
<td>2.026</td>
<td>1.975</td>
</tr>
</tbody>
</table>

The PFNS at all investigated angles and for all runs are shown in Fig. 5 as a ratio to a Maxwellian distribution with the same average energy.

![Figure 5](image)

**Figure 5.** Comparison between the present results at several angles (full symbols) with data of Ref. [10] (open squares) and Ref. [9] (open triangles). Also ENDF/B-VI is given as full line.

A very good agreement of our data at 90 degree is observed with the data of Ref. [9] over the whole prompt fission neutron energy range. For some of the other newly measured data a data set in literature can be found which agrees also very well. The ENDF/B-VI data do deviate mainly at low secondary neutron energies smaller 2 MeV.

![Figure 6](image)

**Figure 6.** Modeling of the PFNS using three sources of neutron emission (broken lines).
Altogether, the present results point to the presence of an angular anisotropy in prompt neutron emission which was already discussed e.g. in Ref. [10]. The PFNS was, however, never analyzed with an angular dependence in mind and the deviation may have been masked by statistical uncertainties.

The observed difference for the data obtained at 120 degree between run 1 and 2 still needs some clarification. The only difference between the two experiments was the sample to source distance. The present results obviously show a tendency of an angular dependence of the PFNS, although unexpected and physically not understood. The observed angular anisotropy of the PFNS cannot be explained with the fission-fragment angular anisotropy in the laboratory system. For a fission-fragment angular anisotropy \( A = W(0^\circ)/W(90^\circ) - 1 = 0.06 \) [11] the spectrum ratio at 90 degree to the 120 degree is much closer to unity and does not correlate with the energy dependence of the present results. Hence, the presently observed anisotropic neutron emission can only be connected with neutron emission before scission of the compound nucleus, the so-called scission neutrons. In this case fission neutrons should be emitted from three sources. This is shown in Fig. 6 leading to a perfect agreement with the experimental data at 90 degree emission angle from 0.7 MeV to 10 MeV of prompt neutron energy.

The description of the experimental data is much better than with the so-called Los Alamos (LA) model [12]. However, the spectrum measured in our experiment at 90 degree emission angle, which is in perfect agreement with Ref. [9], can not explain the integral experimental data. The average ratio of the calculated to the experimental cross sections is \(<R> = C/E = 0.956 \pm 0.008\). At the same time, this ratio calculated with the 120-degree spectrum \(<E> = 2.036\text{MeV}\) is \(<R> = 0.994 \pm 0.007\). These results are based on our model calculation extrapolated to thermal incident neutron energy.

In conclusion, an angular-dependence of the PFNS was measured for the first time using detectors at 90, 120 and 150 degree. None of the obligatory corrections (detector efficiency, multiple scattering in the sample, uncertainties of sample and neutron beam position, time resolution, time independent background) did reveal any systematic errors that may have
produced the measured anisotropy. We may describe this effect by changing the contribution of the low energy component of the scission neutron spectrum only, but we have presently no scientific explanation of this approach. In addition, we have no idea how to explain the discrepancy between available microscopic and macroscopic data.

**Neutron multiplicity and average energy versus fission fragment mass split**

For the calculation of the neutron multiplicity versus fragment mass and total kinetic energy (TKE), the two-dimensional distribution \( Y(A,\text{TKE}) \) has been calculated in the framework of the multi-modal random-neck rupture fission model [13] using the same ideas as developed in Ref. [14]. Model parameters were adjusted iteratively by comparing the calculated with the experimental one-dimensional \( Y(A) \) and TKE(A) distributions. Four fission modes were assumed – one symmetric mode and three asymmetric modes.

Neutron emission has been calculated based on the total excitation energy (TXE) by assuming an unchanged charge distribution. The TXE is shared between light and heavy fragments assuming thermo-dynamic equilibrium.

For each target nuclei \(^{235}\text{U(nth,f)}\), \(^{244,248}\text{Cm(sf)}\) and \(^{252}\text{Cf(sf)}\) the dependence of neutron multiplicity and neutron energy on the fission fragment mass, \( \nu(A) \) and \( \epsilon(A) \) was calculated. The \(^{252}\text{Cf}\) results together with the experimental data of Ref. [15] are given in Fig. 7. A description of the \( \nu_{\text{exp}}(A) \)-data of Ref. [15] is not possible using the level density systematic of Ignatyuk [16] under the assumption of thermo-dynamic equilibrium (see dashed line in Fig. 7a). However, the “bell like” dependence for \( \epsilon(A) \) can be reproduced reasonably well (see dashed line in Fig. 7b). A correction factor on the share of the excitation energy of the fragments of \( 0.40 < \text{cor}(A) < 1.25 \) needs to be applied to reproduce the \( \nu_{\text{exp}}(A) \)-data in Fig. 7a (full line).

For \(^{235}\text{U(nth,f)}\) the Nishio et al. [17] and Maslin et al. [18] experimental data for \( \nu_{\text{exp}}(A) \) were rather well described with \( \text{cor}(A) = 0.9 \) in the framework of our model (full line in Fig. 8a). However, the model failed again to predict \( \epsilon(A) \) (full line in Fig. 8b).

It is obvious from Figs. 9, 10 that \( \nu(\text{TKE}) \) is overestimated for low TKE and the positive slope \( d\nu/dE \) observed cannot be reproduced. Actually, this is a very difficult energy region to assess in experiments based on the double energy (2E) method. An event from the range of maximum yield with moderate excitation and \( \nu \sim 3-4 \), if false identified, will most probably be registered in either the symmetric or very asymmetric mass range [19]. This would effectively lead to a reduction of \( \nu \) at low TKE. Hence, a low \( \nu(\text{TKE}) \) in conjunction with a positive slope \( d\nu/dE \) may point to systematic errors in the experiment.
A good agreement in slope and absolute value is found at higher TKE (see Fig. 9). However, at still higher TKE a constant difference between theoretical and experimental data becomes evident. This cannot be explained due to experimental problems. Introducing scission neutron emission [20] at higher TKE made the agreement between experiment and model calculation much better (see Fig. 10).

**Prompt fission γ-ray studies**

The γ-ray energy released in fission accounts for about 10% of the total energy release in the core of a standard nuclear reactor. Although the characteristics of γ-ray emission, e.g. multiplicity, total energy and spectrum, is fairly well known for neutron capture and inelastic neutron scattering, fission γ-rays are the major source of uncertainty in the modelling of γ-heating in nuclear energy applications. One particular challenge in modelling new generation reactor neutron kinetics is to calculate the γ-heating deposition e.g. in steel and ceramics reflectors without UO₂ blankets. According to Ref. [23] those modern designs requires γ-heating to be known with an uncertainty as low as 7.5% (1σ). The comparison of various benchmark experiments with calculated γ-heating data shows a systematic underestimation ranging from 10 to 28% for the main fuel isotopes $^{235}$U and $^{239}$Pu. This is attributed to deficiencies in γ-ray production data in evaluated nuclear data files [24]. Data found in modern nuclear-data libraries all date back to experiments performed in the early 1970's [25,26,27]. In those experiments NaI scintillation detectors were used as γ-ray spectrometer with an ionisation chamber as fission trigger.

Therefore, requests for new measurements on prompt γ-ray emission in the reactions $^{239}$Pu (n,f) and $^{235}$U(n,f) have been formulated and included in the Nuclear Data High Priority Request List of the NEA (Req. ID: H3, H4) [28]. IRMM has the possibility to investigate the feasibility of measuring those characteristic quantities as the γ-ray spectrum, multiplicity and the correlation with fission-fragment mass and excitation energy with the requested accuracy to describe γ-heating within 7.5%.

The measurement of prompt fission γ-rays emitted from highly excited fission fragments directly after scission is very difficult, because γ-ray emission is accompanied by prompt neutron emission. Those neutrons do induce signals as well in the γ-ray detector via inelastic scattering at or neutron capture in the detector itself.

In the past large NaI crystal scintillation detectors have been used to measure fission γ-rays. Iodine has a non-negligible cross-section for neutron reactions and, therefore, the time-of-flight technique has been employed to separate neutrons from γ-rays. The separation capability highly depends on the time-resolution of the experimental set-up, which is determined by the resolution of the fission-chamber and/or the pulse-width of the accelerator and the γ-ray detector itself. In case of NaI detectors a timing resolution of around 5 ns may be achieved. All presently existing experimental data date back to the early 1970’s and both reactor scientists and evaluators of nuclear data have severe doubts on their reliability.
The goal of our recently started study is the investigation of a novel type of crystal scintillation detectors, produced from cerium-doped lanthanum halides, with a timing resolution almost one order of magnitude better than for traditional NaI detectors allowing for a better n/\gamma separation by means of time-of-flight, and with a superior energy resolution. In Figs. 11 and 12 first characteristic single spectra are shown demonstrating the superior energy resolution of LaCl₃:Ce compared to a NaI detector. The background originating from the intrinsic \( ^{138}\text{La} \) and \( ^{223}\text{Ac} \) will be suppressed when measuring \( \gamma \)-rays in coincidence with the corresponding fission fragment or relative to the neutron beam pulse. The inlet in Fig. 12 shows the detector resolution as a function of the \( \gamma \)-ray energy, which nicely follows the expected dependence \( \sim 1/E^{1/2} \).
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Abstract: Recent advancements in experimental techniques mainly used for the
determination of the neutron capture cross sections are reviewed, related to advanced reactor
systems, accelerator driven systems, and advanced fuel cycles. Here, experimental
techniques include intense neutron sources, advanced detectors, and methodologies. The
technique using laser Compton scattering gamma-rays is included as one of the new
methodologies. These experimental techniques have been utilized for obtaining new nuclear
data and also reducing uncertainties of nuclear data. The recent new results and the
achieved uncertainties using these techniques are discussed using some examples. We
conclude with some speculations on the future prospects achieved by the improved
experimental techniques.

Introduction

The need and rule of nuclear data for advanced nuclear systems and future energy supply
have been reviewed in ref. [1], and the impact of reducing nuclear data uncertainties was
stressed on the assessment of new concepts, on safety features and economics.
The uncertainties of nuclear data, although they are limited, have been evaluated. Table 1
shows the comparison between the evaluations and the experiment on the neutron capture
cross section of $^{107}$Pd for thermal neutrons. There was no direct measurement before ref. [2]
at 2007. The values [3, 4] evaluated before the measurement are about 4 times smaller than
the measured value. The discrepancy is much larger than ten times of the evaluated
uncertainty in ref. [3]. This example shows the difficulty of the evaluations of nuclear data and
its uncertainty in the case that there is no direct measurement.
Table 2 shows the comparison between the two different evaluations [4, 5] on the
uncertainties of the fission cross section of $^{244}$Cm and the neutron capture cross section of
$^{237}$Np for neutron energy range 0.5-1.35 MeV. The uncertainties by Aliberti et al. [5] are about
5 times larger than those in JENDL-3.3 [4, 6] in the both case. To deduce the accurate
nuclear data and appropriate uncertainty, origins of uncertainties in measurements need to be
clarified.

Table 1. The comparison of experimental data with evaluated data: The case of the neutron
capture cross section of $^{107}$Pd for thermal neutrons

<table>
<thead>
<tr>
<th>References</th>
<th>$^{107}$Pd(n, $\gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlas of Neutron Resonances (2006) [3]</td>
<td>$2.54 \pm 0.20$ b</td>
</tr>
<tr>
<td>JENDL-3.3 (2002) [4]</td>
<td>$2.007$ b</td>
</tr>
</tbody>
</table>

Table 2. The comparison of different evaluated data: The case of the fission cross section of
$^{244}$Cm and the neutron capture cross section of $^{237}$Np for fast neutrons

<table>
<thead>
<tr>
<th>References</th>
<th>$^{244}$Cm(n, f) 0.5-1.35 MeV</th>
<th>$^{237}$Np(n, $\gamma$) 0.5-1.35 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>JENDL-3.3 (2002) [4]</td>
<td>7.7 %</td>
<td>3.4 %</td>
</tr>
</tbody>
</table>
The different measurements sometimes give inconsistent results: the reported uncertainties are too small to account for the discrepancy. To account for this discrepancy, there should be other uncertainties, which have not been recognized by the experimentalists. This situation is shown in Fig. 1.

![Diagram showing statistical and systematic uncertainties](image)

**Figure 1. Uncertainties in experiments**

Experimental efforts have been concentrated in reducing these experimental uncertainties, and in developing required techniques. In the next section, recent experimental efforts are reviewed including development of devices, methodologies, together with some results. The future prospects are discussed in the last section.

**Experimental techniques**

The importance of accurate nuclear data of radioactive nuclei, such as minor actinides and long-lived fission products, has been recognized, and experimental efforts have been done in the world. However, there are some difficulties in the measurements of radioactive samples, since the sample itself emits strong radiations and disturbs measurements, and also the preparation of the sample satisfying the requirement is difficult in many cases. To overcome these difficulties, high intensity neutron sources and high efficiency detectors have been developed. The traditional methods have also been applied in some cases. The state of the art techniques mainly in the measurements of neutron capture reactions are reviewed.

**Table 3. Pulsed neutron facilities, arbitrary selected, which are currently used for the purpose of nuclear data measurements.** Parameters in the table show a typical parameter recently reported. Variable ranges of these parameters are not shown here.

<table>
<thead>
<tr>
<th>Facility Reference</th>
<th>Beam energy</th>
<th>Beam intensity</th>
<th>Beam pulse width</th>
<th>Flux</th>
<th>Flight path</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRMM, GELINA ND2007, p.563</td>
<td>Electron 100 MeV</td>
<td>6 kW</td>
<td>1 ns</td>
<td>800 Hz</td>
<td>@ 12 m</td>
</tr>
<tr>
<td>ORNL, ORELA ND2007, p.441</td>
<td>Electron 180 MeV</td>
<td>5 kW</td>
<td>8 ns</td>
<td>10^13 n/s</td>
<td>525 Hz</td>
</tr>
<tr>
<td>Kyoto, e Linac ND2007, p.591</td>
<td>Electron 30 MeV</td>
<td>1 kW</td>
<td>100 ns</td>
<td>100 Hz</td>
<td>@ 10 m</td>
</tr>
<tr>
<td>CERN, n-TOF ND2007, p.537</td>
<td>Proton 20 GeV</td>
<td>9 kW</td>
<td>6 ns</td>
<td>10^15 n/s</td>
<td>0.4 Hz</td>
</tr>
<tr>
<td>LANL, Lujan ND2007, p.415</td>
<td>Proton 0.8 GeV</td>
<td>80 kW</td>
<td>135 ns</td>
<td>20 Hz</td>
<td>@ 20 m</td>
</tr>
<tr>
<td>J-PARC, MLF (Expected)</td>
<td>Proton 3 GeV</td>
<td>1 MW</td>
<td>~10^17 n/s</td>
<td>~100 ns</td>
<td>~10^9 n/cm^2/s</td>
</tr>
</tbody>
</table>
Neutron sources
Pulsed neutron facilities, arbitrary selected, are summarized in Table 3, which are currently used for the purpose of nuclear data measurements. The neutrons produced by electron accelerators have been used for nuclear data measurements for a long period as was summarized in ref. [7]. Proton spallation reaction can produce neutrons more efficiently compared to electron induced ($\gamma$, n) reaction. The nuclear data instruments have been developed in the three facilities having spallation neutron sources, n-TOF at CERN, LANCE at LANL, and Material and Life science Facility MLF at J-PARC. The beam line 4, named as neutron-nucleus reaction instrument NNRI, in the MLF has been developed, and received first neutrons at May 30, 2008. The beam power is going to be increased up to 1 MW. The measurement of nuclear data will be started at 2009. Figure 2 shows the specifications of the NNRI and nuclear data measurement plans in near future [8].

**Figure 2.** The specifications of the neutron-nucleus reaction instrument NNRI constructed in the Material and Life science Facility MLF at J-PARC

The lead slowing-down spectrometers driven by these pulsed neutrons have also been used to measure the cross sections of radioactive samples [9, 10]. Although the intense pulsed neutrons become available, neutrons generated in nuclear reactors are still important for the measurements of nuclear data because their strong intensities of neutron fluxes enable unique techniques. For an example, the utilization of a double neutron capture reaction enables the neutron cross section measurement for very shot-lived nucleus. It was successfully demonstrated in the case of the measurement of the $^{238}$Np($n, \gamma$) cross section for thermal neutrons [11], whose half-life is as short as 2 days. Not only the activation method as used in the case of $^{238}$Np but also the prompt $\gamma$ spectroscopic methods have been successfully used to determine the neutron capture cross sections using the neutron guide instrument et al. This method enables the measurement even in the case that the activation method could not be applied due to a capture product not emitting any observable radiation. The neutron capture cross sections of $^{99}$Tc [12], $^{107}$Pd [2] and $^{95}$Zr [13] have been determined by the prompt $\gamma$ spectroscopic method. Those of $^{99}$Tc [14] and $^{129}$I [15] have also been measured by the prompt $\gamma$ spectroscopic methods at
Budapest. Those of $^{99}$Tc and $^{129}$I could be measured by an activation method, and therefore, cross checks of the data determined by utilizing independent methods are possible.

**Detectors and data acquisition**

For neutron capture cross section measurements, the C$_6$D$_6$ detectors have been used in many facilities because of its low sensitivity to neutrons scattered from a sample. The pulse height weighting technique is used to deduce the capture cross sections. Tain *et al.* [16, 17] and Borella *et al.* [18] independently examined the accuracy achieved using this technique. It should be noted that the NaI detector has also been successfully used in combination with the pulse height weighting technique [19].

The 4$\pi$ type gamma-ray spectrometers have been developed and used for the nuclear data measurements. The BGO scintillators [20], BaF$_2$ scintillators [21, 22], and Ge solid state detectors [23] have been used. The highly segmented design enabled the measurement using a small amount of sample [22]. It is anticipated that the achieved accuracy using these new types of spectrometers are carefully studied.

On the data acquisition, the systems with flash-ADCs have been developed and successfully utilized for the measurements together with these advanced detectors. Recent progresses have been reported in ref. [24-26].

The recently developed LaBr$_3$(Ce) and LaCl$_3$(Ce) scintillators have superior characteristics compared to other scintillators. The energy resolutions of these scintillators are superior to that of a NaI detector. Figure 3 shows the pulse-height spectra measured by the 3" times 3" LaBr$_3$(Ce) detector for $^{60}$Co and $^{152}$Eu gamma-ray sources, where the backgrounds originating from the $\beta$ and $\gamma$ rays of $^{138}$La (the half-life is about 10$^{11}$ years) in the detector were subtracted. These scintillators are expected to be used in the next generation nuclear data measurement instruments because of their superior characteristics.

![Figure 3. The pulse-height spectrum measured by the 3" times 3" LaBr$_3$(Ce) detector for $^{60}$Co (brown solid lines) and $^{152}$Eu (orange solid lines).](image)

**New techniques**

The Surrogate reaction method using a transfer reaction has been developed aiming at determining the cross section that is difficult to be measured directly [27]. For an example, the $^{236}$U(n, f) cross section was obtained from a Weisskopf-Ewing analysis of Surrogate $^{238}$U($^{3}$He, $\alpha$) measurements.

Recently, the inverse reaction method using the ($\gamma$, n) reaction has been studied to deduce the (n, $\gamma$) cross sections [28]. The laser Compton back-scattering photons have been used for the measurements together with the high-resolution high-energy photon spectrometer (HHS) [29] and the 4$\pi$ $^{3}$He neutron detector. The developments of these innovative measurement techniques are important and challengeable, especially when the method enables to measure the important or requested nuclear data for the first time.
Future prospects
The highest-precision frontier research in nuclear data measurements should be a key to satisfy the target accuracies on the nuclear data requested for realizing the innovative nuclear reactors and fuel cycles. The efforts reducing statistical and systematic (recognized) uncertainties will be main important tasks in near future. After that, the comparison of the independent high-quality measurements will help to identify the origin of the unrecognized systematic uncertainty. By combining these efforts, the realistic uncertainties of nuclear data are expected to be much reduced.
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Abstract: In the framework of continuing the experimental tests of neutron activation cross-section data the activation of Bi-209 isotope was investigated using fast quasi-monoenergetic neutrons from the NPI cyclotron-based neutron source. The Bi-209 is the only one stable isotope of Bi and hence it constitutes an important possibility to study the reactions (n,3n), (n,4n) and (n,5n) at higher neutron energy region.

Sample foils were irradiated by neutrons with quasi-monoenergetic spectrum peaked at 19.0, 24.1, 29.5 and 34.5 MeV. Neutrons were generated in the source reaction p-7Li by protons at energies of 22.1 27.1, 32.1 and 36.5 MeV, respectively. After sample irradiation the induced gamma activities were measured at various cooling times using HPGe detectors and employing the gamma spectrometry method.

The analysis of resulting specific activities of reaction products was carried out in terms of C/E ratio (E - measured reaction rate, C - the corresponding value calculated by means of the evaluated cross section from EAF-2007 library and the applied neutron spectrum as well). The neutron flux and spectra at sample positions were predicted using double-differential cross-section data of the source reaction ^7Li(p,n) measured by other authors.

The cross-section data of the Bi-209(n,3n)Bi-207, (n,4n)Bi-206, (n,5n)Bi-205 reactions are derived on the basis of C/E values and compared with other experimental data from the literature.

Introduction

The neutron cross-section data of reactions at incident energies En > 20 MeV are needed to improve the accuracy of neutronic calculations incorporated with various fission and fusion technologies like Fluoride-Molten-Salt-Reactor systems, IFMIF (International Fusion Material irradiation Facility) and for the tests of nuclear reaction models as well.

The previous experimental data for (n,xn) reaction on Bi-209 are summarized in [1]. Data concerning (n,3n) reaction for neutron energy region En ≥ 20 MeV were published in [2,3,4]. The reactions (n,4n) and (n,5n) were experimentally studied in [4] only, where the region up to the higher neutron energies was covered. The comparison of experimental data and values calculated using EAF version 2007 database are summarized in [5].

In the following sections we briefly describe the quasi-monoenergetic p-7Li neutron source, the activation experiment on Bi foils and the method of data evaluation. The resulting radioactive isotopes were studied by means of gamma spectroscopy methods.

The preliminary analysis in terms of C/E results was carried out using the cross-section data from EAF version 2007 library and neutron spectra from Ref. [6]. The corrections of spectral flux at sample position due to geometry effects were discussed. The cross-sections for some reactions were obtained.

Experimental equipment and neutron spectrum

The target station of quasi-monoenergetic neutron source based on ^7Li(p,n) reaction was presented in previous work [7]. The proton beam from Rez isochronous cyclotron U120M strikes the Li foil at variable energies from 11 to 38 MeV. The carbon backing serves as a beam stopper.

The stack of irradiated foils (Bi + Au) was activated simultaneously at two distances (48 and 88 mm) from the Li foil to test the effect of the flux-density gradient in the vicinity of neutron source. The weights of foils (14 and 15 mm in diameter) were approximately of 0.14 g and 0.7 g for Au and Bi, respectively. The time profile of the neutron source strength during the irradiation was monitored by the proton beam current on the neutron-source target,
recorded by a calibrated current-to-frequency converter on PC. The typical proton beam current was about 3 µA. Irradiated samples were investigated by means of gamma-spectroscopy method. Two calibrated HPGe detectors of 23 and 50 % efficiency and FWHM of 1.8 keV at 1.3 MeV were used. Activated isotopes were identified on the basis of T_{1/2}, γ-ray energies and intensities. Cooling times of gamma measurement ranged from minutes to approx. 100 day. (Each foil was measured at approx. 8 cooling times).

To evaluate the neutron spectral flux at sample positions the spectral yield of source reaction p+^7Li(C backing) were taken from the Ref. [6], where TOF method of neutron spectra measurement at long distances was used. The spectra consist of quasi-monoenergetic part corresponding to the reactions to g.s. and 0.429 MeV states in ^7Be, and of the low-energy tail generated a) by other reactions on ^7Li and b) by reactions of protons on carbon stopper. Neutrons were generated in the source reaction p+^7Li by protons at energies of 22.1, 27.1, 32.1 and 36.5 MeV, respectively. Corresponding neutron energies at maximum of quasi-monoenergetic peak are 19.0, 24.1, 29.5 and 34.5 MeV.

The neutron spectra [6] were measured at different set of energies compared to present experiment. To obtain the spectra corresponding to present proton beam energies the interpolation procedure was used [7].

**Comparison of experimental and calculated cross section data for Bi isotopes**

In Table 1 the observed reactions on Bi are shown for which experimental specific isotope activities were obtained.

**Table 1. Isotopes observed from irradiations of Bi foil.**

<table>
<thead>
<tr>
<th>Isotope</th>
<th>T_{1/2}</th>
<th>reaction</th>
<th>Threshold (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi205</td>
<td>15.31 d</td>
<td>Bi209(n,5n)</td>
<td>29.625</td>
</tr>
<tr>
<td>Bi206</td>
<td>6.243 d</td>
<td>Bi209(n,4n)</td>
<td>22.444</td>
</tr>
<tr>
<td>Bi207</td>
<td>31.55 y</td>
<td>Bi209(n,3n)</td>
<td>14.416</td>
</tr>
</tbody>
</table>

**Table 2. C/E values for reactions on Bi209 target.**

<table>
<thead>
<tr>
<th>Ep(MeV)</th>
<th>C/E</th>
<th>48 mm error(%)</th>
<th>P/T(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C/E</td>
<td>88 mm</td>
<td></td>
</tr>
<tr>
<td>Bi209(n,3n)Bi207</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36.5</td>
<td>0.878</td>
<td>3</td>
<td>42.99</td>
</tr>
<tr>
<td></td>
<td>0.817</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>32.1</td>
<td>0.890</td>
<td>4</td>
<td>71.33</td>
</tr>
<tr>
<td></td>
<td>0.725</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>27.1</td>
<td>1.118</td>
<td>3</td>
<td>92.79</td>
</tr>
<tr>
<td></td>
<td>0.926</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>22.1</td>
<td>1.052</td>
<td>3</td>
<td>99.29</td>
</tr>
<tr>
<td></td>
<td>0.944</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Bi209(n,4n)Bi206</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36.5</td>
<td>0.935</td>
<td>4</td>
<td>94.99</td>
</tr>
<tr>
<td></td>
<td>0.801</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>32.1</td>
<td>1.443</td>
<td>4</td>
<td>99.38</td>
</tr>
<tr>
<td></td>
<td>1.197</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>27.1</td>
<td>1.401</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>1.143</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Bi209(n,5n)Bi205</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36.5</td>
<td>6.952</td>
<td>6</td>
<td>99.97</td>
</tr>
<tr>
<td></td>
<td>5.395</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

*) Very sensitive to the front of the cross-section
The comparison between measured and calculated data is based on the usual C/E ratio, where C and E correspond to the calculated and experimental activity, respectively. In the calculations, the cross section data were taken from EAF-2007.

The obtained C/E values for Au isotopes which serve as the monitor are close to the values ≈1 in ref.[7] (and references cited herein). The detailed study of reactions on Au is under progress.

The C/E values are given in Table 2 for both distances (48 and 88 mm) of Bi foils from Li foils. Ep means the proton beam energy. In the calculations, the simple 1/r² – dependence was accepted to calculate the spectral flux at sample positions using data from ref. 4. In the next section, the observed deviation from 1/r² – law caused by the space- and energy dependent effect of no point-like geometry of experimental arrangement is partly discussed. The P/T values are obtained from the convolution of neutron spectra and cross-section data (here, P and T correspond to the convolution values over the area of the quasi-monoenergetic peak and total area, respectively). It helps us to select the data where the effects of the quasi-monoenergetic peaks are dominated. The errors given in Table 2 correspond to the determination of experimental specific activities only.

### Effect of neutron angular distribution of source reaction

The ratios of C/E values for 48 and 88 mm calculated for cases where quasi-monoenergetic peak dominates (P/T > 90 %) systematically deviate from unity (1.18, err. 2%). We try to understand this deviation as resulting from the effect of angular distribution of neutron source reaction. Taking data from the Fig.4 in Ref. 6, the correction factor of 1.09 could be estimated choosing “ad hoc” a parabolic approach to spectral yield data [4] for angels <10 deg. We must stress the fact, that our conclusion is only preliminary and is based on the Fig.4 in Ref. [6], where the description of distribution at small angels is not clear enough. Further effects such as the finite size of proton beam spot and/or the suppressed contribution of fast neutrons from parasite sources were omitted in the calculations. Of course, the numerical data on the p-7Li cross section data are needed. As a preliminary approach, we used the C/E ratios at 88 mm for the next analysis. The 10 % systematical errors were added to the errors of measured activities (Table 2). These errors come mainly from uncertainty of spectral yield data claimed in Ref. [6].

### Cross-section calculation

We can preliminary estimate cross-section values in some cases for high P/T values, where quasi-monoenergetic neutron peak dominates. The corresponding experimental cross-section \( CS(En) = \langle CS_c \rangle / (C/E) \) (Ref.[10]) for energy \( En \) at maximum of quasi-monoenergetic peak. The \( \langle CS_c \rangle \) value is EAF-2007 library cross-section averaged in neutron spectrum of the peak. The results are summarized in Table 3, the systematic error of CS is included. The errors of \( En \) correspond to the half thickness of quasi-monoenergetic peak and uncertainty of 1% of proton energy.

### Table 3. Experimental cross-sections in the reactions Bi209(n,xn) for the neutron energy En.

<table>
<thead>
<tr>
<th>( En ) (MeV)</th>
<th>( En ) error (MeV)</th>
<th>C/E accepted</th>
<th>( CS(En) ) (b)</th>
<th>CS error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi209(n,3n)Bi207</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24.1</td>
<td>0.9</td>
<td>0.926</td>
<td>1.793</td>
<td>10</td>
</tr>
<tr>
<td>19.0</td>
<td>1.2</td>
<td>0.944</td>
<td>1.020</td>
<td>10</td>
</tr>
<tr>
<td>Bi209(n,4n)Bi206</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.5</td>
<td>0.9</td>
<td>0.801</td>
<td>1.475</td>
<td>10</td>
</tr>
<tr>
<td>29.5</td>
<td>1.0</td>
<td>1.197</td>
<td>0.699</td>
<td>10</td>
</tr>
<tr>
<td>24.1</td>
<td>0.9</td>
<td>11.43</td>
<td>1.731 E-3</td>
<td>10</td>
</tr>
<tr>
<td>Bi209(n,5n)Bi205</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.5</td>
<td>0.8</td>
<td>5.395</td>
<td>2.30 E-2</td>
<td>10</td>
</tr>
</tbody>
</table>
The cross-section results together with other results [1] are shown in Fig. 1. Only the regions of interest are shown. In the case of "sensitive" values (Table 2), the small shift of neutron spectrum in energy may cause bring down values C/E, but in the same time $\langle CS_3 \rangle$ values are lowered without substantial effect on cross-section values.

Within present preliminary approach, the cross-section of reaction (n,3n) at the neutron energy 24.1 MeV corresponds better to behavior of the data published by Vesser 1977 [2] rather than those given by Kim 1998 [4]. The cross-section at the energy 19.0 MeV is in overall agreement with previously published data. The cross-sections of (n,4n) reaction are not in disagreement with previously published data [4]. The data of (n,5n) reaction are in strong disagreement with [4].

Conclusions

The isotope activities produced in Bi foils by neutrons with energies below 35 MeV were measured using the quasi-monoenergetic p-7Li neutron source. The spectral yield data for $^7$Li(p,n) from Ref. [6] and cross-sections from EAF-2007 were used to the analysis of measured data.

The C/E ratios for four neutron energies were obtained. They are not far from the unity, excluding cases where strong dependence of data on neutron energies exists. The effect of neutron angular distribution was discussed. In some cases, the cross-section values were obtained and compared with previous data.
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Abstract: New versions of evaluated nuclear data files for tungsten isotopes with atomic mass numbers 182, 183, 184, and 186 including covariances are discussed. The covariances were obtained on the basis of novel computational approach implemented in the set of computer programs BEKED. BEKED performs the treatment of experimental data, provides the run of codes used for cross-section and covariance calculations, and performs the global evaluation of nuclear data. The data evaluation for tungsten isotopes has been performed with BEKED using available experimental data and results of nuclear model calculations.

Introduction

The evaluation of cross-section covariances and the evaluation of nuclear data using the covariance information increase the quality and reliability of those data and creates the principal basis for the further correct application of evaluated data. The present work discusses the new version of evaluated nuclear data files for tungsten isotopes prepared in Forschungszentrum Karlsruhe (FZK) including the information about cross-section covariances. The evaluation covers the energy range of primary neutrons from $10^{-11}$ to 150 MeV. The evaluation of cross-sections and covariances was performed using the prepared set of computer programs BEKED. The method of the evaluation and the results obtained are discussed below.

Method of the data evaluation

The evaluation procedure includes the selection and analysis of experimental data, cross-section calculations using nuclear models, the computation of covariance matrices resulting from model calculations, the estimation of cross-sections and covariances using available experimental information and calculated cross-sections and covariance matrices. Various approaches [1,2] can be used in the BEKED code system to produce evaluated cross-sections and the covariance information.

Unresolved resonance and fast energy region

Nuclear model calculations

Covariance matrices for cross-sections predicted by nuclear models are obtained using the Monte Carlo method described in Ref.[3]. The generation of covariances implies: i) the definition of the “best” set of parameters for the “best” nuclear models used for the cross-section calculation, ii) the definition of uncertainties of model parameters, iii) the Monte Carlo sampling of N number of input data sets for the code implementing selected “best” models, iv) the execution of calculations for obtained input data files, and v) the calculation of covariance matrices for particular reactions

$$V_{ij} = N^{-1} \sum_{k=1}^{N} (\sigma_{ik} - \sigma_{i0})(\sigma_{jk} - \sigma_{j0}),$$

where $\sigma_{ik}$ is the cross-section corresponding to the “i”-th primary neutron energy in the “k”-th Monte Carlo history, $\sigma_{i0}$ is the cross-section obtained using the “best” set of model parameters as described below.

The corresponding correlation matrix is equal to

1 Die BEwertung der KEmDaten (Evaluation of nuclear data)
Various models for the calculation of the nuclear level density showing the minimal deviations in the comparison of calculated and measured neutron and proton reaction cross-sections at primary energies up to 150 MeV [4] were used to get \( \sigma_0 \) values for various reaction channels. The Fermi gas model from Ref.[5] combined with the constant temperature model [6], the back-shifted Fermi gas model [6], and the generalized superfluid model [6,7] implemented in the TALYS code [6] were applied for calculations for tungsten isotopes. The value of \( \sigma_0 \) was calculated as follows

\[
\sigma_0 = \sum_{m=1}^{M} w_m \sigma_{i(m)},
\]

where \( \sigma_{i(m)} \) is the cross-section calculated for the “i”-th primary neutron energy using the "best" set of parameters of the level density model "m", \( w_m \) is the statistical weight of the "m" model obtained from the comparison of the cross-sections calculated using this model and experimental data [4], \( M \) is the number of all considered models for the nuclear level density calculation.

The generation of input data sets by Monte Carlo is performed for adopted models for the calculation of nuclear level density taking into account their weights \( w_m \). The procedure includes also the variation of parameters of the optical model and the pre-equilibrium model.

Figure 1 shows the example of correlation matrices for the (n,2n) and (n,p) reaction cross-sections obtained using nuclear model calculations.

Using BEKED the computation of covariances can be performed with the help of the TALYS code [6], ALICE/ASH [8] code, and the ECIS code [9].

![Figure 1. Correlation matrix for \(^{184}W(n,2n)^{183}W\) and \(^{184}W(n,p)^{184}Ta\) reaction cross-sections obtained using nuclear models.](image)

**Use of experimental data**

Depending on the user’s choice the evaluation of cross-sections and covariances with BEKED can be performed using the unified Monte Carlo approach [1] or the generalized least-squares method [2].

**Unified Monte Carlo approach**

According to Ref.[1] the evaluation is performed using the following expressions

\[
\sigma_{i,eva}^k = \sum_{k=1}^{N} \sigma_{ik} p(\sigma_k) \left( \sum_{k=1}^{N} p(\sigma_k) \right)^{-1},
\]

\[
V_j = \sum_{k=1}^{N} \sigma_{jk} \sigma_{ik} p(\sigma_k) \left( \sum_{k=1}^{N} p(\sigma_k) \right)^{-1} - \sum_{k=1}^{N} \sigma_{ik} p(\sigma_k) \sum_{k=1}^{N} \sigma_{jk} p(\sigma_k) \left( \sum_{k=1}^{N} p(\sigma_k) \right)^{-2},
\]

where “k” index refers to the k-th Monte Carlo history, \( \sigma_{ik} \) is selected randomly using the uniform probability distribution

\[
\sigma_{ik} = \sigma_i(\text{min}) + \xi(\sigma_i(\text{max}) - \sigma_i(\text{min})),
\]

where \( \xi \) is a random number uniformly distributed between 0 and 1.
here $\xi$ is the random number from the (0,1) interval and

$$p(\sigma) \propto \exp\left(-0.5\left((\sigma - \sigma_{\text{exp}})^2 + (\sigma - \sigma_{\text{calc}})^2\right)\right),$$

where $V$ is the covariance matrix, index "exp" corresponds to experimental data and "calc" to results of model calculations.

**Generalized least-squares method**

Calculations are performed using the GLSMOD code [2]. The code has been modified to provide the interaction between various modules of BEKED.

Figure 2 shows an example for uncertainties of cross-sections obtained from nuclear model calculations before the fit to experimental data and uncertainties of the final evaluation obtained after the use of experimental data. Figure 3 illustrates evaluated data for the ($n,n'$) and ($n,2n$) reaction cross-section for $^{186}$W.

**Figure 2.** Uncertainties for $^{182}$W($n,2n$)$^{182}$W and $^{182}$W($n,p$)$^{182}$Ta reaction cross-sections corresponding to calculations using nuclear models (blue line) and obtained from the evaluation taking into account available experimental data (red line).

**Figure 3.** Example of evaluated cross-sections for $^{186}$W($n,n'$)$^{186}$W ($E_{\text{ev}}=0.121$ MeV) and $^{186}$W($n,2n$)$^{185}$W reactions.

**Resolved resonance energy region**

The uncertainty of cross-sections and covariances are calculated using the available information about the uncertainty of resonance parameters. The information is taken from Ref.[10] and from EXFOR. The special module of BEKED is used to read EXFOR data and get evaluated values of neutron and radiative widths and their uncertainties.

The evaluation of cross-section covariances is performed using the Monte Carlo method. The technique is close to the one described above.

Using the information about neutron resonance parameters and their uncertainties several thousand files in ENDF/B-6 format with different MF=2, MT=151 sections are generated by Monte Carlo. The files obtained are processed using NJOY modules RECONR and
GROUPR. Covariances are calculated using the information from output data files after the NJOY processing.

Results of evaluation

Available experimental data and data evaluated at FZK [11] were used to get new evaluated data for tungsten isotopes. The evaluation of cross-sections and covariances has been performed for $^{182}$W, $^{183}$W, $^{184}$W, and $^{186}$W.

Uncertainties and covariances for total and elastic scattering cross-sections were obtained at neutron energies up to 150 MeV using the TALYS [6], ECIS [9] codes and experimental data. The TALYS code was applied in the neutron energy range where the contribution of compound processes in the elastic scattering dominates. At higher energies calculations were carried out using the ECIS code.

The evaluation for separate reaction channels were performed up to the neutron energy 20 MeV. The limitation is caused only by the adopted structure of the evaluated data file written in ENDF/B-6 format using the MF=3/MF=6 representation.

The evaluation was performed for all important reaction channels, including (n,γ), (n,2n), (n,3n), (n,p), inelastic scattering and others.

Data for covariances were written in the MF=33 file according to the ENDF/B format.

Figure 4 shows as an example of uncertainties obtained for total and radiative capture cross-sections for $^{183}$W and $^{186}$W.

![Figure 4. Relative standard deviation for the total cross-section and the radiative capture cross-section for $^{183}$W and $^{186}$W.](image)
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Abstract: Neutron and proton induced reaction cross-sections for target nuclei with atomic number from 12 to 83 and incident energies from 0.1 to 150 MeV have been calculated using TALYS, ALICE/ASH, and HMS ALICE codes using different models for the description of the nuclear level density. More than thirty thousand experimental points from EXFOR have been used for the comparison with calculations. The obtained results give hints about the best approach for the cross-section calculation for nuclei with different masses.

Introduction

The goal of the work is the study of uncertainties in the calculation of cross-sections for neutron and proton induced reactions using popular approaches and codes. The calculations were performed with the TALYS code [1], ALICE/ASH code [2], and HMS ALICE [3]. Results of calculations were compared with experimental cross-sections from EXFOR for target nuclei with the atomic number from 12 to 83. Obtained deviation factors show appropriate models for the calculation of nuclear reaction cross-sections for different ranges of target nuclei.

Following deviation factors [4-7] were used for the comparison of results of calculations with experimental data

\[
H = \left( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\sigma_i^{\text{exp}} - \sigma_i^{\text{calc}}}{\Delta \sigma_i^{\text{exp}}} \right)^2 \right)^{0.5},
\]

\[
D = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\sigma_i^{\text{exp}} - \sigma_i^{\text{calc}}}{\sigma_i^{\text{exp}}} \right|,
\]

\[
R = \frac{1}{N} \sum_{i=1}^{N} \frac{\sigma_i^{\text{calc}}}{\sigma_i^{\text{exp}}},
\]

\[
F = 10^{\left( \frac{1}{N} \sum_{i=1}^{N} \log(\sigma_i^{\text{exp}}) - \log(\sigma_i^{\text{exp}}) \right)},
\]

\[
L = \left( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\sigma_i^{\text{calc}} - \sigma_i^{\text{exp}}}{\sigma_i^{\text{calc}}} \right)^2 \right)^{0.5},
\]

\[
P_x = N_x/N,
\]

where \( \sigma_i^{\text{exp}} \) and \( \Delta \sigma_i^{\text{exp}} \) are the measured cross-section and its uncertainty; \( \sigma_i^{\text{calc}} \) is the calculated cross-section; \( N \) is the total number of experimental points used to the comparison with calculations; \( N_x \) is the number of experimental points with the ratio \( 1/x < \sigma_i^{\text{calc}} / \sigma_i^{\text{exp}} < x \).

Experimental data

Experimental data used for the comparison with calculations and evaluated data were taken from EXFOR. Measured non-cumulative yields of radionuclides for \((p,x)\) and \((n,x)\) reactions including the radiative capture were selected for the comparison. Details are given in Table 1 and Refs.[6,7].

Table 1. Experimental data selected for the comparison with calculations

<table>
<thead>
<tr>
<th>projectile</th>
<th>range of projectile energy (E)</th>
<th>range of target nuclei (Z)</th>
<th>total number of experimental points (Z,A,E)</th>
<th>number of points (Z,A,E) at energies above 20 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>protons</td>
<td>0 – 150 MeV</td>
<td>12 – 83</td>
<td>19691</td>
<td>10321</td>
</tr>
<tr>
<td>neutrons</td>
<td>0.1 – 64.4 MeV</td>
<td>13 – 83</td>
<td>17937</td>
<td>615</td>
</tr>
</tbody>
</table>
Results

Tables 2-4 show deviation factors $H$, $D$, $R$, $F$, $L$, $P_{1.3}$, $P_{2.0}$, and $P_{10.0}$ obtained using (p,x) reaction cross-sections calculated with the TALYS-1.0 code. Data in Table 2 correspond to the whole energy range of projectiles under consideration and two ranges of target nuclei with the atomic number below and above 40. Table 3 and 4 present deviation factors for the proton energy range from 5 to 50 MeV and from 50 to 150 MeV, respectively. The comparison of data in Tables 2-4 shows that the worse agreement between calculations and experimental data is observed at the proton energies from 0 to 5 MeV.

Deviation factors calculated using TALYS-1.0 for neutron induced reaction cross-sections are given in Table 5. Table 6 present the comparison of results obtained using TALYS-1.0, ALICE/ASH, and HMS ALICE.

The comparison with experimental data shows that calculations with TALYS-1.0 provide the best overall description of measured cross-sections for the range of target nuclei considered in the present work. All considered models for the calculation of the nuclear level density have close values of deviation factors for (p,x) reactions and target nuclei with $Z < 40$. The best results for nuclei with $Z < 40$ are obtained using the IST(-) and MG models (see details in Table 2). The range with $Z > 40$ shows more scatter in predictions of various models. The IST(-) model has here the largest values of the $H$ and $L$-factors at the range of projectiles up to 50 MeV.

The HMS ALICE code has the minimal value of the $H$, $R$, and $L$-factors for target nuclei with $Z > 40$. The minimal values of other important factors correspond to TALYS-1.0 calculations.

### Table 2. Values of various deviation factors for (p,x) reactions obtained by the TALYS-1.0 code using different models for the calculation of the nuclear level density: the Fermi gas model with the energy dependent nuclear level density parameter (IST) (ldmodel=1), the “back-shifted” Fermi gas model (BSF) (ldmodel=2), the generalized superfluid model (SF) (ldmodel=3), the microscopic level density according to Goriely’s (MG) (ldmodel=4), the level density according to Hilaire’s (MH) (ldmodel=5). Calculations using first three models were performed without (“-”) and with (“+”) the explicit description of the collective enhancement of the level density. Data correspond to the incident proton energy from 0 to 150 MeV. The best value and other results, which are different from the best one within 2% are underlined.

<table>
<thead>
<tr>
<th>Factors</th>
<th>IST (-)</th>
<th>IST (+)</th>
<th>BSF (-)</th>
<th>BSF (+)</th>
<th>SF (-)</th>
<th>SF (+)</th>
<th>MG</th>
<th>MH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targets with atomic number (Z) from 12 to 39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>144</td>
<td>144</td>
<td>144</td>
<td>145</td>
<td>144</td>
<td>144</td>
<td>144</td>
<td>145</td>
</tr>
<tr>
<td>D</td>
<td>1.18</td>
<td>1.23</td>
<td>1.21</td>
<td>1.30</td>
<td>1.28</td>
<td>1.33</td>
<td>1.19</td>
<td>1.22</td>
</tr>
<tr>
<td>R</td>
<td>1.88</td>
<td>1.93</td>
<td>1.92</td>
<td>1.99</td>
<td>1.96</td>
<td>1.98</td>
<td>1.91</td>
<td>1.91</td>
</tr>
<tr>
<td>F</td>
<td>2.17</td>
<td>2.24</td>
<td>2.19</td>
<td>2.37</td>
<td>2.28</td>
<td>2.42</td>
<td>2.20</td>
<td>2.28</td>
</tr>
<tr>
<td>L</td>
<td>0.951</td>
<td>0.943</td>
<td>0.947</td>
<td>0.939</td>
<td>0.952</td>
<td>0.944</td>
<td>0.948</td>
<td>0.945</td>
</tr>
<tr>
<td>$P_{1.3}$</td>
<td>0.427</td>
<td>0.415</td>
<td>0.425</td>
<td>0.400</td>
<td>0.419</td>
<td>0.395</td>
<td>0.436</td>
<td>0.423</td>
</tr>
<tr>
<td>$P_{2.0}$</td>
<td>0.802</td>
<td>0.784</td>
<td>0.801</td>
<td>0.755</td>
<td>0.786</td>
<td>0.740</td>
<td>0.795</td>
<td>0.775</td>
</tr>
<tr>
<td>$P_{10.0}$</td>
<td>0.980</td>
<td>0.977</td>
<td>0.979</td>
<td>0.973</td>
<td>0.976</td>
<td>0.973</td>
<td>0.979</td>
<td>0.976</td>
</tr>
<tr>
<td>N</td>
<td>13685</td>
<td>13681</td>
<td>13689</td>
<td>13679</td>
<td>13693</td>
<td>13680</td>
<td>13694</td>
<td>13674</td>
</tr>
<tr>
<td>Targets with atomic number from 40 to 83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>25.0</td>
<td>25.1</td>
<td>23.1</td>
<td>25.4</td>
<td>23.3</td>
<td>31.9</td>
<td>23.9</td>
<td>21.0</td>
</tr>
<tr>
<td>D</td>
<td>0.608</td>
<td>0.728</td>
<td>0.634</td>
<td>0.799</td>
<td>0.611</td>
<td>0.866</td>
<td>0.674</td>
<td>0.684</td>
</tr>
<tr>
<td>R</td>
<td>1.35</td>
<td>1.42</td>
<td>1.37</td>
<td>1.47</td>
<td>1.35</td>
<td>1.53</td>
<td>1.40</td>
<td>1.38</td>
</tr>
<tr>
<td>F</td>
<td>2.21</td>
<td>3.20</td>
<td>2.25</td>
<td>3.76</td>
<td>2.15</td>
<td>3.74</td>
<td>2.72</td>
<td>2.81</td>
</tr>
<tr>
<td>L</td>
<td>0.863</td>
<td>0.857</td>
<td>0.840</td>
<td>0.853</td>
<td>0.847</td>
<td>0.898</td>
<td>0.839</td>
<td>0.820</td>
</tr>
<tr>
<td>$P_{1.3}$</td>
<td>0.510</td>
<td>0.447</td>
<td>0.489</td>
<td>0.431</td>
<td>0.516</td>
<td>0.453</td>
<td>0.470</td>
<td>0.451</td>
</tr>
<tr>
<td>$P_{2.0}$</td>
<td>0.842</td>
<td>0.764</td>
<td>0.829</td>
<td>0.733</td>
<td>0.837</td>
<td>0.745</td>
<td>0.799</td>
<td>0.769</td>
</tr>
<tr>
<td>$P_{10.0}$</td>
<td>0.979</td>
<td>0.952</td>
<td>0.980</td>
<td>0.940</td>
<td>0.980</td>
<td>0.942</td>
<td>0.971</td>
<td>0.968</td>
</tr>
<tr>
<td>N</td>
<td>5336</td>
<td>5331</td>
<td>5343</td>
<td>5324</td>
<td>5341</td>
<td>5320</td>
<td>5346</td>
<td>5345</td>
</tr>
</tbody>
</table>
### Table 3. The same as in Table 2, but for the incident proton energy from 5 to 50 MeV.

<table>
<thead>
<tr>
<th>Factors</th>
<th>IST (−)</th>
<th>IST (+)</th>
<th>BSF (−)</th>
<th>BSF (+)</th>
<th>SF (−)</th>
<th>SF (+)</th>
<th>MG</th>
<th>MH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targets with atomic number (Z) from 12 to 39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>22.1</td>
<td>24.9</td>
<td>22.8</td>
<td>26.6</td>
<td>24.0</td>
<td>24.7</td>
<td>22.1</td>
<td>25.5</td>
</tr>
<tr>
<td>D</td>
<td>0.597</td>
<td>0.592</td>
<td>0.574</td>
<td>0.597</td>
<td>0.651</td>
<td>0.628</td>
<td>0.583</td>
<td>0.604</td>
</tr>
<tr>
<td>R</td>
<td>1.29</td>
<td>1.29</td>
<td>1.27</td>
<td>1.28</td>
<td>1.31</td>
<td>1.24</td>
<td>1.31</td>
<td>1.30</td>
</tr>
<tr>
<td>F</td>
<td>1.95</td>
<td>1.98</td>
<td>1.95</td>
<td>2.09</td>
<td>2.01</td>
<td>2.15</td>
<td>2.01</td>
<td>2.03</td>
</tr>
<tr>
<td>L</td>
<td>0.386</td>
<td>0.399</td>
<td>0.384</td>
<td>0.413</td>
<td>0.427</td>
<td>0.409</td>
<td>0.377</td>
<td>0.410</td>
</tr>
<tr>
<td>P_1,3</td>
<td>0.471</td>
<td>0.471</td>
<td>0.474</td>
<td>0.454</td>
<td>0.465</td>
<td>0.434</td>
<td>0.484</td>
<td>0.473</td>
</tr>
<tr>
<td>P_2,0</td>
<td>0.848</td>
<td>0.843</td>
<td>0.853</td>
<td>0.812</td>
<td>0.837</td>
<td>0.788</td>
<td>0.838</td>
<td>0.827</td>
</tr>
<tr>
<td>P_10,0</td>
<td>0.984</td>
<td>0.983</td>
<td>0.984</td>
<td>0.981</td>
<td>0.981</td>
<td>0.979</td>
<td>0.983</td>
<td>0.981</td>
</tr>
<tr>
<td>N</td>
<td>8656</td>
<td>8655</td>
<td>8652</td>
<td>8654</td>
<td>8652</td>
<td>8650</td>
<td>8656</td>
<td>8650</td>
</tr>
</tbody>
</table>

| Targets with atomic number from 40 to 83 |
| H       | 24.1    | 20.9    | 19.9    | 18.2    | 21.3   | 20.1   | 22.7 | 17.7 |
| D       | 0.527   | 0.572   | 0.531   | 0.592   | 0.506  | 0.564  | 0.585 | 0.570 |
| R       | 1.31    | 1.34    | 1.31    | 1.34    | 1.28   | 1.30   | 1.36  | 1.31 |
| F       | 2.10    | 2.36    | 2.15    | 2.46    | 2.06   | 2.46   | 2.33  | 2.37 |
| L       | 0.842   | 0.800   | 0.792   | 0.758   | 0.817  | 0.796  | 0.814 | 0.766 |
| P_1,3   | 0.546   | 0.497   | 0.529   | 0.480   | 0.554  | 0.505  | 0.495 | 0.496 |
| P_2,0   | 0.853   | 0.804   | 0.843   | 0.779   | 0.857  | 0.795  | 0.806 | 0.797 |
| P_10,0  | 0.982   | 0.974   | 0.981   | 0.971   | 0.982  | 0.971  | 0.980 | 0.974 |
| N       | 3728    | 3725    | 3728    | 3724    | 3730   | 3721   | 3725 | 3723 |

### Table 4. The same as in Table 2, but for the incident proton energy from 50 to 150 MeV.

<table>
<thead>
<tr>
<th>Factors</th>
<th>IST (−)</th>
<th>IST (+)</th>
<th>BSF (−)</th>
<th>BSF (+)</th>
<th>SF (−)</th>
<th>SF (+)</th>
<th>MG</th>
<th>MH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targets with atomic number (Z) from 12 to 39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>8.6</td>
<td>11.0</td>
<td>10.6</td>
<td>14.4</td>
<td>10.0</td>
<td>15.3</td>
<td>11.5</td>
<td>14.9</td>
</tr>
<tr>
<td>D</td>
<td>0.543</td>
<td>0.581</td>
<td>0.543</td>
<td>0.617</td>
<td>0.619</td>
<td>0.591</td>
<td>0.575</td>
<td>0.630</td>
</tr>
<tr>
<td>R</td>
<td>1.05</td>
<td>1.10</td>
<td>1.09</td>
<td>1.15</td>
<td>1.14</td>
<td>1.13</td>
<td>1.11</td>
<td>1.11</td>
</tr>
<tr>
<td>F</td>
<td>2.60</td>
<td>2.72</td>
<td>2.51</td>
<td>2.76</td>
<td>2.74</td>
<td>2.74</td>
<td>2.56</td>
<td>2.81</td>
</tr>
<tr>
<td>L</td>
<td>0.595</td>
<td>0.659</td>
<td>0.682</td>
<td>0.743</td>
<td>0.649</td>
<td>0.785</td>
<td>0.731</td>
<td>0.783</td>
</tr>
<tr>
<td>P_1,3</td>
<td>0.398</td>
<td>0.384</td>
<td>0.419</td>
<td>0.391</td>
<td>0.399</td>
<td>0.430</td>
<td>0.422</td>
<td>0.373</td>
</tr>
<tr>
<td>P_2,0</td>
<td>0.732</td>
<td>0.719</td>
<td>0.768</td>
<td>0.710</td>
<td>0.736</td>
<td>0.722</td>
<td>0.744</td>
<td>0.681</td>
</tr>
<tr>
<td>P_10,0</td>
<td>0.964</td>
<td>0.956</td>
<td>0.963</td>
<td>0.954</td>
<td>0.960</td>
<td>0.958</td>
<td>0.964</td>
<td>0.955</td>
</tr>
<tr>
<td>N</td>
<td>2632</td>
<td>2628</td>
<td>2639</td>
<td>2627</td>
<td>2643</td>
<td>2632</td>
<td>2641</td>
<td>2627</td>
</tr>
</tbody>
</table>

| Targets with atomic number from 40 to 83 |
| H       | 20.8    | 29.0    | 23.5    | 33.9    | 21.0   | 48.3   | 19.6 | 19.3 |
| D       | 0.762   | 1.080   | 0.807   | 1.261   | 0.783  | 1.525  | 0.844 | 0.842 |
| R       | 1.38    | 1.53    | 1.43    | 1.68    | 1.39   | 1.95   | 1.45  | 1.37 |
| F       | 2.57    | 6.07    | 2.56    | 8.64    | 2.43   | 8.42   | 3.99  | 4.15 |
| L       | 0.906   | 0.946   | 0.919   | 0.953   | 0.909  | 0.974  | 0.880 | 0.893 |
| P_1,3   | 0.419   | 0.324   | 0.415   | 0.308   | 0.445  | 0.339  | 0.404 | 0.349 |
| P_2,0   | 0.824   | 0.661   | 0.813   | 0.622   | 0.812  | 0.635  | 0.773 | 0.717 |
| P_10,0  | 0.971   | 0.882   | 0.975   | 0.841   | 0.972  | 0.852  | 0.943 | 0.949 |
| N       | 1343    | 1338    | 1343    | 1326    | 1343   | 1325   | 1347 | 1348 |
Table 5. The same as in Table 2, but for neutron induced reactions \((n,x)\) at incident neutron energies from 0.1 to 64.4 MeV for target nuclei with atomic number from 13 to 83

<table>
<thead>
<tr>
<th>Factors</th>
<th>IST (−)</th>
<th>IST (+)</th>
<th>BSF (−)</th>
<th>BSF (+)</th>
<th>SF (−)</th>
<th>SF (+)</th>
<th>MG</th>
<th>MH</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>9.9</td>
<td>9.7</td>
<td>10.6</td>
<td>10.5</td>
<td>11.3</td>
<td>11.3</td>
<td>10.5</td>
<td>10.8</td>
</tr>
<tr>
<td>D</td>
<td>0.582</td>
<td>0.570</td>
<td>0.598</td>
<td>0.596</td>
<td>0.615</td>
<td>0.620</td>
<td>0.600</td>
<td>0.615</td>
</tr>
<tr>
<td>R</td>
<td>1.34</td>
<td>1.33</td>
<td>1.32</td>
<td>1.32</td>
<td>1.31</td>
<td>1.30</td>
<td>1.36</td>
<td>1.33</td>
</tr>
<tr>
<td>F</td>
<td>2.11</td>
<td>2.07</td>
<td>2.14</td>
<td>2.11</td>
<td>2.14</td>
<td>2.13</td>
<td>2.12</td>
<td>2.14</td>
</tr>
<tr>
<td>L</td>
<td>0.370</td>
<td>0.369</td>
<td>0.419</td>
<td>0.416</td>
<td>0.450</td>
<td>0.459</td>
<td>0.387</td>
<td>0.410</td>
</tr>
<tr>
<td>P_{1.3}</td>
<td>0.539</td>
<td>0.553</td>
<td>0.499</td>
<td>0.509</td>
<td>0.463</td>
<td>0.455</td>
<td>0.527</td>
<td>0.493</td>
</tr>
<tr>
<td>P_{2.0}</td>
<td>0.852</td>
<td>0.854</td>
<td>0.835</td>
<td>0.841</td>
<td>0.834</td>
<td>0.825</td>
<td>0.844</td>
<td>0.826</td>
</tr>
<tr>
<td>P_{10.0}</td>
<td>0.983</td>
<td>0.983</td>
<td>0.982</td>
<td>0.982</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
<td>0.982</td>
</tr>
<tr>
<td>N</td>
<td>17875</td>
<td>17876</td>
<td>17875</td>
<td>17876</td>
<td>17870</td>
<td>17870</td>
<td>17870</td>
<td>17869</td>
</tr>
</tbody>
</table>

Table 6. Values of deviation factors for \((p,x)\) reaction cross-sections obtained by TALYS-1.0, ALICE/ASH, and HMS ALICE codes using the generalized superfluid model for the calculation of the nuclear level density. Data correspond to the incident proton energy from 5 to 150 MeV. Only the points, where all three types of calculations give non-zero cross-sections, are used for comparison. See captions to Table 2

<table>
<thead>
<tr>
<th>Factor</th>
<th>TALYS-1, SF (−)</th>
<th>TALYS-1, SF (+)</th>
<th>ALICE/ASH</th>
<th>HMS ALICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targets with atomic number ((Z)) from 12 to 39, (N=10988)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>21.7</td>
<td>23.0</td>
<td>30.6</td>
<td>48.0</td>
</tr>
<tr>
<td>D</td>
<td>0.637</td>
<td>0.612</td>
<td>0.789</td>
<td>0.824</td>
</tr>
<tr>
<td>R</td>
<td>1.29</td>
<td>1.22</td>
<td>1.30</td>
<td>1.20</td>
</tr>
<tr>
<td>F</td>
<td>1.97</td>
<td>2.10</td>
<td>3.82</td>
<td>4.04</td>
</tr>
<tr>
<td>L</td>
<td>0.431</td>
<td>0.424</td>
<td>0.583</td>
<td>0.773</td>
</tr>
<tr>
<td>P_{1.3}</td>
<td>0.458</td>
<td>0.441</td>
<td>0.343</td>
<td>0.270</td>
</tr>
<tr>
<td>P_{2.0}</td>
<td>0.827</td>
<td>0.784</td>
<td>0.692</td>
<td>0.630</td>
</tr>
<tr>
<td>P_{10.0}</td>
<td>0.984</td>
<td>0.980</td>
<td>0.939</td>
<td>0.905</td>
</tr>
<tr>
<td>Targets with atomic number from 40 to 83, (N=4888)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>18.6</td>
<td>18.1</td>
<td>15.7</td>
<td>14.6</td>
</tr>
<tr>
<td>D</td>
<td>0.467</td>
<td>0.601</td>
<td>0.544</td>
<td>0.538</td>
</tr>
<tr>
<td>R</td>
<td>1.21</td>
<td>1.26</td>
<td>1.22</td>
<td>1.15</td>
</tr>
<tr>
<td>F</td>
<td>1.87</td>
<td>3.30</td>
<td>2.31</td>
<td>2.28</td>
</tr>
<tr>
<td>L</td>
<td>0.803</td>
<td>0.788</td>
<td>0.765</td>
<td>0.769</td>
</tr>
<tr>
<td>P_{1.3}</td>
<td>0.535</td>
<td>0.469</td>
<td>0.480</td>
<td>0.474</td>
</tr>
<tr>
<td>P_{2.0}</td>
<td>0.859</td>
<td>0.762</td>
<td>0.784</td>
<td>0.803</td>
</tr>
<tr>
<td>P_{10.0}</td>
<td>0.989</td>
<td>0.947</td>
<td>0.975</td>
<td>0.973</td>
</tr>
</tbody>
</table>
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Abstract: The status of the development of a consistent method for the determination of reliable covariance matrices from nuclear model calculations is presented. The method relies on Bayesian statistics and gives emphasis on the proper choice of the prior. Apart from the previously developed contributions stemming from parameter uncertainties a new formulation of covariance matrices associated with model defects is given. The method defines the model defects via the ability of the chosen nuclear models to describe reaction observables of nuclei of a reference group. Combining the covariance matrices due to parameter uncertainties and due to model defects provides a complete prior. A first application of the method to generate prior covariance matrices for oxygen is shown. In addition the concept of nuclear data evaluation is revisited. In particular the importance of a proper treatment of the correlations between different experiments is pointed out. Although the energy range beyond 20 MeV was the primary focus, the developed formalism can also be applied at lower energies.

Introduction

The knowledge of all relevant nuclear data and their uncertainties is an important prerequisite for the design and construction of nuclear facilities, the radiation safety as well as for the development of novel nuclear technologies. The presently available nuclear data libraries provide consistent sets of cross sections and spectra for most isotopes in the energy range up to 20 MeV and have been generated to satisfy the needs of conventional nuclear technology. Except for selected isotopes these nuclear data files do not contain covariance matrices for cross section uncertainties which are required for the optimization of designs and the estimate of safety margins.

At present there is a worldwide effort to update the nuclear data libraries for neutron-induced reactions with regard to two aspects: (i) to extend the energy range up to about 200 MeV in order to satisfy the needs of current fusion research to identify the best suited materials (studies envisaged at IFMIF) and to estimate the safety margins of novel reactor technologies (GenIV and ADS); (ii) to provide consistent covariance matrices of cross section uncertainties for all isotopes. The extension of the energy range is not trivial because of the increasing number of energetically open channels and the limited sets of available experimental data. The latter implies that evaluated nuclear data file beyond 20 MeV rely substantially on nuclear model calculations. This fact is important with regard to the inclusion of uncertainty information for which no established method is available at present. It was pointed out in ref. [1] that in such evaluations three sources of uncertainties occur: (i) uncertainties of the nuclear model parameters, (ii) numerical errors and (iii) model defects. While the former two can be obtained within the nuclear models, the estimate of the model defects is still an open question and requires recourse to experimental information.

Recently, motivated by the demand of the user community, there have been several attempts to generate covariance matrices associated with modelling, especially for cross section uncertainties. Most of these approaches assume variations of the model parameters to reproduce best the available experimental data, but also to provide associated covariance matrices of the cross section uncertainties. Along this line extended Monte Carlo simulations have been performed by Koning [2] and Koning and Rochmann [3] for almost all fissionable nuclei. More sophisticated methods based on Bayesian statistics are the Unified Monte Carlo Approach [4], the Generalized Least Square Method and the Kalman Filter Technique [5] which accounts for a-priori knowledge. All these methods refer to the evaluated experimental data assuming that they can be reproduced by nuclear models. Thus they provide covariance matrices associated with parameter uncertainties. Apart from ref. [1] model defects are not considered and only recently Mercatali et al. [6] presented a comparison of various criteria for the quality of a nuclear model.
In this contribution we present a method for the determination of covariance matrices from model calculations starting from the basics of Bayesian statistics. In section 2 we consider the generation of the prior. In particular we briefly revisit the theory for the determination of covariance matrices due to parameter uncertainties. Emphasis is given to the model defects, for which two formulations are presented. In sect. 3 the concept of nuclear data evaluation and some specific problems are discussed. Concluding remarks are given in the final section.

**Prior determination**

It is well established that a consistent evaluation of nuclear data has to be performed within the framework of Bayesian statistics [7]. Thus the evaluation process is governed by Bayes theorem,

\[
p(x \mid \sigma, M) = \frac{p(\sigma \mid x, M) p(x \mid M)}{p(\sigma \mid M)},
\]

where \( p(x \mid \sigma, M) \) is the conditioned probability distribution that the proposition \( x \) is true under the conditions of \( \sigma \) and of the model \( M \). Here we use the propositions relevant in nuclear data evaluation, i.e. \( x \) refers to the parameters of the model, \( \sigma \) to the set of experimental data and \( M \) denotes the nuclear model. The bars below \( x \) and \( \sigma \) indicate that both quantities are vectors. Via Bayes theorem (1) there is a well-defined modification of the probability distribution due to the inclusion of experimental data and consequently of the mean values of the parameters and the associated covariance matrices. The use of the proper prior distribution \( p(x \mid M) \) is a key point in any application of Bayes theorem, especially for nuclear data evaluations which suffer from a scarcity of experimental data. In the following subsections we will consider the main contributions to the covariance matrices for the prior.

**Parameter uncertainties**

One obvious source of uncertainty is the limited knowledge of the values of the best model parameters. Applying the concepts of maximum information entropy and invariant measures by Jaynes [8] to nuclear data evaluation, we could determine unique a-priori distribution of the model parameters [9,10] by the use of additional physics constraints. In principle on maximizes the information entropy taking into account the a-priori knowledge via constraints. This requires the solution of

\[
\delta \bigg\{ - \int dx_1 \cdots dx_n p(x) \ln \frac{m(x)}{m(x)} + \sum_{k=1}^{K} \lambda_k G_k[x] - \lambda_0 \big[ \int dx_1 \cdots dx_n p(x) - 1 \big] \bigg\} = 0,
\]

where \( m(x) \) is an invariant measure ensuring the form invariance under change of variables. The a-priori knowledge, e.g. mean values and correlations of the parameters, enters via the constraints expressed by the functional \( G_k \) and determine also the corresponding Lagrange parameters \( \lambda_k, k=1,2, \ldots K \). We did not solve the full variation problem, but transform to a set of uncorrelated eigenparameters \( y \) for which the probability is of product form and

\[
m(y) = \prod_{k=1}^{K} 1 / y_k.
\]

Assuming that only the mean values of \( y_k \) are known, the a-priori distribution is then given by

\[
p(y \mid M) = \prod_{k=1}^{K} \frac{1}{Z(\lambda_k)} \frac{1}{y_k} \exp(-\lambda_k y_k)
\]

with the partition function

\[
Z(\lambda) = \prod_{k=1}^{K} Z(\lambda_k) = \prod_{k=1}^{K} 1 / y_k \exp(-\lambda_k y_k).
\]

The method has been applied to neutron-oxygen cross sections using the reaction code TALYS with default parameters and an adapted optical potential for neutron-oxygen scattering. In Fig. 1 the correlation matrix for the total cross section uncertainties are shown in the energy range between 10 and 60 MeV. The variance of the total cross section varies between 15% at 10 MeV and 25% at 60 MeV.

**Model defects**

The description of nuclear reactions represents a complex many-nucleon problem, for which no ab-initio calculations are possible at present. Therefore one must take recourse to nuclear
models with effective parameters to describe specific features of the reactions. Obviously such a model cannot account for all peculiarities of the reaction process and it may happen that there exists no set of model parameters which reproduces the actual values of the observables of interest. This so-called model defect must be taken into account in a prior for nuclear data evaluations based on modelling. In the past only phenomenological ad hoc assumptions for covariance matrices were used [1]. The main problem is the lack of an appropriate framework because neither statistical arguments nor the theory underlying the various models are applicable. Hence, there exists no unique formulation of model defects and the only guideline is its compatibility with the concepts of statistics in order to include model defects into the prior for nuclear data evaluation. Reference to experimental data is required to quantify model defects, but at the same time one must avoid double counting. Therefore we propose to use experimental data for a group of reference nuclei (e.g. neighbouring nuclei) in the same energy range, assuming that the predictive power of the model for this group is approximately equivalent to those nuclei subject of the evaluation. Along this line we have worked out two formulations: (a) a scaling procedure which defines for the nucleus of interest an energy-independent scaling factor for each reaction channel and (b) a remodelling procedure which defines an energy-dependent scaling factor for each reaction channel. The latter is denoted as remodelling because the energy-dependent scaling factor changes the inherent features of the nuclear model.

The mathematical formulation is based on a common framework. We assume that \( N \) isotopes build up the group of reference nuclei and choose an energy grid with \( M \) bins with energy \( E_m, m=1, ..., M \) at the centre of the \( m \)-th bin. It is important that for the nuclei of the reference group there are sufficient experimental data available for the reaction channel \( c \) of interest. Furthermore we introduce an index set \( S^{(c)}(m,n) \) to classify the experimental data for the reaction channel \( c \) for the \( n \)-th isotope of the reference group in the \( m \)-th energy bin. Thus we can determine the bin-quantities

\[
\langle D_n^{(c)}(E_m) \rangle = \sum_{j \in S^{(c)}(m,n)} W_{(c,m,n)}^{(j)} \frac{\sigma_{\text{ex}}^{(c)}(E_j)}{\sigma_{\text{th}}^{(c)}(E_j)}, \quad \left( \langle D_n^{(c)}(E_m) \rangle \right)^2 = \sum_{j \in S^{(c)}(m,n)} W_{(c,m,n)}^{(j)} \left( \frac{\sigma_{\text{ex}}^{(c)}(E_j)}{\sigma_{\text{th}}^{(c)}(E_j)} \right)^2
\]

with the weights

\[
W_{(c,m,n)}^{(j)} = \frac{\sigma_{\text{th}}^{(c)}(E_j)}{\sum_{j' \in S^{(c)}(m,n)} \sigma_{\text{th}}^{(c)}(E_{j'})}.
\]

Here \( E_j \) is the energy of the \( j \)-th experimental point and ‘\( \text{ex} \)’ and ‘\( \text{th} \)’ refer to experimental and model cross section, respectively.

**Scaling Procedure for Model Defects:** Main idea is the definition of an overall energy-independent scaling factor \( D^{(c)} \) obtained by averaging over all energies and isotopes of the reference group

\[
D^{(c)} = \frac{1}{N} \sum_{n=1}^{N} \langle D_n^{(c)}(E_m) \rangle \quad \text{with} \quad \left( D_n^{(c)}(E_m) \right)^2 = \sum_{m=1}^{M} W_m^{(c,n)} \left( D_n^{(c)}(E_m) \right)^2.
\]

For consistency the weights \( w_m^{(c,n)} \) should be in accordance with (7). The covariance matrix of the cross section uncertainties of the considered isotope is then introduced via

**Figure 1.** Correlation matrix of the total \( n^{16}O \) cross section uncertainties due to limited knowledge of the parameters.
The first term of Eq. (9) is due to the defect of the model, while the second reflects the uncertainty of the scaling factor. However, it must be remarked that this covariance matrix is not fully of statistical nature.

**Remodelling Procedure for Model Defects:** In this formulation we define an energy-dependent scaling factor from the nuclei of the reference group

\[
D^{(c)}(E_m) = \frac{1}{N} \sum_{n=1}^{N} \{D_n^{(c)}(E_m)\},
\]

Defining the energy dependent difference of the scaling parameter for each isotope of the reference group,

\[
\Delta D^{(c)}(E_m) = D^{(c)}(E_m) - D^{(c)}(E_m),
\]

allows the definition of the covariance matrix for remodelling

\[
\left\langle \Delta \sigma^{(c)}(E_m) \Delta \sigma^{(c)}(E_m) \right\rangle = \sigma^{(c)}_{th}(E_m) \sigma^{(c)}_{th}(E_m) \\
\times \frac{1}{N} \sum_{n=1}^{N} \left[ \Delta D^{(c)}(E_m) \Delta D^{(c)}(E_m) + \delta_{cc}, \delta_{mm} \left( \left\langle (D_n^{(c)}(E_m))^2 \right\rangle - \left\langle (D_n^{(c)}(E_m))^2 \right\rangle \right) \right].
\]

This definition associated with remodelling satisfies some basic rules of statistics.

**Model defects for oxygen:** These formulations of the model defects have been applied to neutron-induced reaction cross sections of oxygen. For the reference group we chose the neighbouring nuclei $^{12}$C, $^{14}$N, $^{19}$F, $^{20}$Ne, $^{23}$Na and $^{24}$Mg and extracted the corresponding experimental data from the EXFOR library for $\sigma_{tot}$, $\sigma_{elastic}$, $\sigma_{nonelastic}$, $\sigma_{(n,\gamma)}$, $\sigma_{(n,n')}$, $\sigma_{(n,p)}$, $\sigma_{(n,d)}$, $\sigma_{(n,t)}$, $\sigma_{(n,3\text{He})}$ and $\sigma_{(n,\alpha)}$. Using again TALYS with default values and an optical potential adapted to neutron-oxygen scattering we determined the scaling factors for all reaction channels for both procedures. Because of length limitations only the correlations obtained by the scaling procedure for the total cross section are shown in Fig. 2. The corresponding variance of the model defect is about 15% at 10 MeV and increases up to 35% at 60 MeV. These large uncertainties reflect the limitations of the model to describe quantitatively the reaction cross sections of the reference group. Calculations of the correlations via the procedure of remodelling leads apart from a slightly smaller variance to similar correlation pattern.

**Covariance matrices of complete prior**

Combining the covariance matrices stemming from parameter uncertainties and the model defects yields the covariance matrices of the complete prior. At a first glance we are most interested in the cross sections and their error bands associated with the complete prior. The corresponding results for both procedures are shown in Fig. 3 for the total cross section. It is not a surprise that the obtained error bands are rather wide because the applied nuclear
models are not optimized for light nuclei. Nevertheless these results are very promising because the error bands for different formulations of the model defects overlap. Furthermore, despite the limitations of the model, the available experimental data (not used in the determination of the prior) lie in the intersection of the error bands, thus confirming the reliability of the approach.

In order to perform a consistent evaluation of nuclear data a reliable covariance matrix is required. In Fig. 3 we also show the correlation matrix of the prior for the total neutron-\(^{16}\)O cross section for the scaling method. The matrix show strong correlations between the cross sections at different energies. However, a more careful consideration reveals that the correlations of the full prior are less stiff than those stemming from parameter uncertainties. On the other hand the correlations are more stiff than those used in phenomenological ad hoc priors, e.g. by Vonach and Tagesen [11]. This can directly be seen in Fig. 4 which shows the covariance matrices at fixed \(E+E'\). This behaviour is very promising because on the one hand it allows the necessary flexibility beyond the model, but at the other hand it ensures an increased stiffness with regard to single data points. Thus one expects a smooth behaviour of the evaluated cross sections avoiding unphysical fluctuations of the mean values.

**Figure 3.** Left: A-priori value of the total neutron-\(^{16}\)O cross section and the corresponding error bands which account for parameter uncertainties and model defects. The results for the scaling procedure are denoted in red, those for remodelling by green. Right: Correlation matrix of the prior for the total neutron-\(^{16}\)O cross section obtained by the scaling procedure.

**Figure 4.** Comparison of correlations of total cross section uncertainties of the complete prior (left) and of the parameter uncertainties (right). The three-dimensional surface is seen along the diagonal, thus the dependence perpendicular to the diagonal is seen \((E+E'=\text{const})\).

**Evaluation process**

The evaluation process combines via Bayesian statistics the experimental data with the a-priori knowledge in order to determine consistent values and uncertainties for the corresponding observables. In principle Bayes theorem (1) can easily be implemented via Monte Carlo techniques. However, most applications in nuclear data evaluation make use of a linearized version of Bayes theorem, which assumes normal distributions for the prior. The implementation of the linearized version of Bayes theorem becomes particularly simple if the dimension of the covariance matrix associated with experimental data is small. Therefore it is used to perform a sequential process and to include one experiment after the other. Thus the a-posterior mean values and covariance matrices are used as a prior for the inclusion of the next data set and so on. This linearized update procedure is widely applied in nuclear data evaluations. It is implemented in the program GLUCS by Vonach and Tagesen [11] and is
also used in the SAMMY code. In principle also the Kalman filter technique [5] corresponds to such a linearized Bayesian update procedure. 

The Bayesian update procedure led to reasonable results in nuclear data evaluations exclusively based on experimental data [11]. However, there are some recent evaluations with strong involvement of nuclear models, which led to unphysically small uncertainties of the evaluated cross sections. This outcome has raised some questions about the evaluation process based on Bayesian statistics. Recently, it was pointed out in a schematic example [12] that the underestimation of uncertainties in the Bayesian update procedure is due to the neglect of correlations between experiments. It is obvious that this phenomenon becomes more evident in evaluations relying on modelling because nuclear models generate strong correlations between different observables. In order to account for correlations between experiments the Correlated Bayesian Update Approach (CBUA) [12] has been proposed recently. It approximates the effect of correlations between different experiments in the Bayesian procedure, keeping all the advantages of the update algorithm. The CBUA is rather simple, but is only a crude approximation. A careful treatment requires the inclusion of all correlated experimental data in one step. This procedure implies the inversion of matrices with large dimension and may generate numerical errors. Therefore, a careful analysis of the experimental covariance matrix will be important to find blocks of negligible correlations, thus reducing the effective dimensions of the involved matrices. This procedure is rather involved and time consuming.

Summary

We have outlined a consistent procedure for nuclear data evaluation which is completely based on Bayesian statistics. The procedure makes use of a well defined prior which accounts for parameter uncertainties as well as model defects. The prior due to model parameter uncertainties is uniquely obtained via the method of maximum information entropy, the concept of invariant measures and basic physics constraints. To account for model defects two consistent formulations have been worked out and implemented, which use experimental data from a reference group not subject to the evaluation. The method was applied to neutron-induced reactions on oxygen and a complete prior was provided. An important outcome of these calculations is the fact that the covariance matrices associated with the complete prior is less stiff than those usually obtained from parameter uncertainties. However, the correlations of the prior are stronger than phenomenological ad hoc priors used in some experimental data evaluations, thus avoiding strongly fluctuating mean values in the evaluation. In summary, the available procedure for the determination of the prior represents an important step towards reliable uncertainty information in nuclear data files based on modelling. Finally we remark on the problem of the Bayesian update procedure, which inherently ignores correlations between experiments. Ideas to overcome this difficulty are discussed and their implementations is in progress.
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Abstract: Rich tradition of experiments connected with Accelerator Driven Systems (ADS) exists in the Joint Institute for Nuclear Research (JINR) in Dubna, Russia. The focus is on experiments where relativistic protons and deuterons (<2 GeV) are directed to thick, lead targets (in some experiments surrounded by uranium blanket or graphite moderator). The produced spectra of secondary particles are measured with several types of detectors: activation detectors, solid state nuclear track detectors, nuclear emulsions, $^3$He counters and others. The data from these experiments are useful in the design of further experimental and real ADS, as well as for benchmark tests of Monte Carlo codes. To improve the accuracy of the codes, extensive sets of cross-section data are needed. Most of these cross-sections are not experimentally measured and evaluated data are used in simulations. Some necessary measurements were already started by our group, but more detailed and independent data are needed.

Introduction

Accelerator-driven systems (ADS) are considered to be a promising option for future nuclear energy production and nuclear waste incineration. In ADS spallation neutrons (produced via interactions of high energy ions with heavy nuclide targets – lead, tungsten …) are added to subcritical reactor core to sustain the fission chain reaction. ADS are so far in the early experimental and design stage.

One of the requirements in the design of future ADS is the ability to predict the behaviour of such systems with the Monte Carlo (MC) codes. Experiments on smaller scale ADS facilities are therefore performed and the results are being reproduced with MC codes. Most nuclear processes and necessary cross-sections in such experiments are qualitatively known and simulations are able to reproduce experiments inside the accuracy of tens of percents. One way to increase the accuracy of simulations is to improve the precision of the cross-section data.

JINR ADS research

Several groups in the world scale perform ADS relating experiments (MUSE, TRADE, MEGAPIE [1-3]). Among them is the Joint Institute for Nuclear Research (JINR), where new series of such experiments started in the 90’s with the cross-section measurements for the ADS construction material in the high energy proton beams, and were continued with the studies of neutron production on thick targets.

Gamma-2 to Gamma-MD

Gamma-2 was the experiment focused to the studies of production of neutrons in the spallation process and their moderation/transport in the neutron moderator. The setup consisted of a thick, lead target (diameter 8 cm, length 20 cm) surrounded with 6 cm thick paraffin moderator which slowed spallation neutrons to resonance energies. Neutrons were detected by radiochemical detectors placed on top of the polyethylene along the setup length. One experiment with the 660 MeV protons directed to the target was performed. Gamma-2 was a simple setup providing results which are very useful for comparison with computer codes predictions [4].

Extended target of lead (diameter 8 cm, length 60 cm) is nowadays used in another setup with similar name, Gamma-MD, in which graphite is used as the moderator (1.1x1.1x0.6m\textsuperscript{3}). The experiments are focused on the studies of fast neutron moderation in the graphite. The setup was by now irradiated with 2.33 GeV deuterons, more irradiations are planned.
Activation detectors, solid state nuclear track detectors and transmutation samples are used to measure the spectral fluences of the neutron field and its transmutation properties.

**Figure 1.** Photo of the Gamma-MD setup. Lead target is in the centre of the graphite cube. Detectors and transmutation samples can be placed inside the graphite, place for them is reserved in removable cylinders.

**Phasotron experiment**

The focus of the Phasotron experiment was on the spatial distribution of high energy spallation neutrons (>10 MeV) along the target. Transmutation properties of radioactive iodine $^{129}$I in fast neutron spectrum were also measured. A bare, lead target (diameter 9.6 cm, length 45.2 cm) was irradiated with 660 MeV protons from the Phasotron accelerator. Activation detectors were placed on top of the target along its whole length together with the iodine transmutation samples. This setup was successfully simulated with several codes [5].

**Figure 2.** Schematic drawing of the Phasotron setup. Activation detectors and two transmutation samples are placed on top of the target along its length.

**Figure 3.** Comparison of experiment and FLUKA simulation. The ratios between the numbers of produced isotopes in Al and Au activation detectors measured experimentally and simulated are shown.
Energy Plus Transmutation

The production of neutrons and their transport in the uranium "core" became possible with the "Energy plus Transmutation" (EPT) setup. It consists of a thick, lead target (diameter 8.4 cm, length 48 cm) surrounded with the uranium blanket (206.4 kg) and placed in a polyethylene box. In series of experiments, relativistic protons and deuterons of energies from 0.7 to 2.52 GeV were directed to the target. Produced neutron flux and its transmutation capabilities were studied at different places of the setup with activation, solid state nuclear track, \(^{3}\)He and other detectors. The EPT setup consists of several parts, which all influence the produced neutron field. MC codes are describing successfully the experiments with this complicated setup, with the exception of the distribution of 10-100 MeV neutrons at the beam energies higher than 1 GeV [6]. It seems that distribution of neutrons with either higher energies (>100 MeV) or lower energies (<1 MeV) are predicted well at the same experiments [7].

![Figure 4. The EPT setup. Lead target is surrounded with uranium blanket. Polyethylene moderator is not shown in the figure. The detectors are placed in the gaps between the target/blanket sections, transmutation samples are placed on top of the setup.](image)

![Figure 5. Comparison of the experiment and MCNPX simulation. The \(^{197}\)Au detectors were placed at different radial distances from the central axis in the first gap. The experimental/calculation ratios clearly increase with the radial distance.](image)

### Measurement methods

**Activation detectors and solid state nuclear track detectors**

Both types of the detectors are mainly used for their small size (less than 1g of material is sufficient). They can be placed almost anywhere inside the setup without significant influence to the produced neutron field. During the irradiation in the neutron field, the neutrons interact with the detector material, which is analyzed offline for the traces that the neutrons left in the material.

In the case of the activation detectors, the neutrons interact with the detector material via reactions of type \((n,\gamma)\), \((n,\alpha)\), and \((n,xn)\), exciting a small part of the nuclei in the detector. Providing that the decay times of the excited isotopes are in orders of minutes-days and that during the de-excitation they emit photons (>100 keV), their number can be determined with gamma-spectroscopy methods. Activation detectors cover a wide range of neutron spectrum: eV-MeV neutrons via \((n,\gamma)\) reaction, 1 MeV - 100 MeV neutrons via \((n,\alpha)\) and \((n,xn)\) reactions. Materials that were used in mentioned experiments were Au, Al, Bi, Y, In, Ta, Co, Cu, and others.

Transmutation samples consist of small amount of the material from the nuclear waste (Am, Np, Pu, I, ...), which is sealed in a safety container. These samples are as well studied by the gamma-spectrometry methods after the irradiation, and transmutation characteristics of nuclear waste materials in the spallation neutron field are determined.

Solid state nuclear track (SSNT) detectors consist of two parts: of the heavy metal that interacts with neutrons via nuclear fission (irradiator) and of the material in which fission fragments leave tracks. The second material (plastic or mica foil) is chemically processed,
and the tracks are counted with optical microscope. Materials that were used in the mentioned experiments as irradiators are U, Pb, W, Au, and others. While different isotopes of U are fissioned by neutrons of a wide range of energies (thermal-fast), Pb, W, Au ... irradiators are sensible mostly to neutrons with energies >100 MeV.

Monte Carlo simulations

Neutron spectral fluence
All mentioned setups were implemented in Monte Carlo codes MCNPX and FLUKA (KASKAD MC code was also used some calculations). The codes simulate the spallation reactions of primary ions with the target material, all subsequent neutron reactions, and tally the spectral fluences of secondary neutrons, protons, pions, photons ... at the places where the detectors were placed at the experiment. Tallied spectral fluences are folded with appropriate cross-sections to obtain the numbers of activated nuclei/fissions in activations/SSNT detectors.

Cross-sections
Cross-sections implemented in the MC codes are taken from evaluated cross-sections databases (ENDF, JEFF ...), which usually extend up to 20 MeV (150 MeV in LA150 libraries), above which the cross-sections are calculated by the nuclear model currently used by the code.

The folding of the spectral fluences with the cross-sections is performed manually with the cross-section calculated with TALYS (<150 MeV) and MCNPX (>150 MeV) codes. These cross-sections are additionally checked against the experimental values found in EXFOR and commonly the values for the same cross-sections differ for tens of percents. With few exceptions, there is a lack of experimentally measured cross-sections for activation and SSNT detectors, especially at energies above 20 MeV.

Comparison with the experiment
With some exceptions (see Figure 5) MC codes are able to reproduce the experimental results qualitatively well (Figure 3). There are however differences on quantitative scale in the range of tens of percents [7, 5]. These differences can be due to calculated neutron distribution or wrong cross-sections. For better accuracy of the ADS simulations, the MC codes will have to be improved, and the wide range of missing cross-sections will have to be experimentally measured.

Conclusion
At the ADS connected experiments in the JINR Dubna, the neutron distributions are measured with activation and SSNT detectors. For the reproduction of experimental values with the MC codes, good cross-sections data is needed, especially at energies higher than 20 MeV. The accuracy of today cross-sections in this energy region is not satisfactory for accurate simulations of the mentioned experiments or future ADS systems.
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Abstract: Important constraints for the $^{237}$Np capture cross section come from the average radiation width, neutron strength functions $S_0$ and $S_1$ and consistent description of the total, fission and partial inelastic scattering data in 1-3 MeV energy. Inelastic data shape at $E_n \sim 1.5$ MeV evidence the onset of three-quasi-particle excitations in $^{237}$Np. Strong influence of pre-fission (n, xnf) neutrons on prompt fission neutrons average energy $\langle E \rangle$ is demonstrated.

Introduction

In recent years neutron data of $^{237}$Np have attracted much attention [1-9]. Either repository or transmutation of that major constituent of the spent fuel needs rather precise knowledge of the $^{237}$Np fission [3, 4], capture [5], inelastic scattering [6] cross sections and prompt fission neutron spectra [7, 8, 9]. The improvements of the nuclear reaction modeling and nuclear parameter systematic, developed based on neutron data description of major actinides $^{232}$Th, $^{233}$U, $^{235}$U, $^{238}$U and $^{239}$Pu provide a sound basis for critical assessment of the (n, F), (n, $\gamma$) and (n, n') of $^{237}$Np. The main reasons of improvement might be consistent description of total, fission, inelastic scattering and capture data in 0.1 keV – 5 MeV energy range. For neutron capture on $^{237}$Np target nuclide in the unresolved resonance and fast neutron energy ranges the methods, proven in case of $^{232}$Th($n, \gamma$) and $^{238}$U($n, \gamma$) data analysis would be used. At higher energies consistent description of $^{237}$Np(n, 2n)$^{236}$Np and $^{237}$Np(n, F) cross sections and the latter as a superposition of (n, f) and (n, xnf) reactions, with simultaneous calculation of exclusive neutron spectra of (n,xn) and (n,xnf) reactions may provide robust estimates of prompt fission neutron spectra and their average energies [8, 9, 10].

Disentangling of the model deficiencies and model parameter uncertainties, when measured cross section data fits are rather poor, especially when the data are scattering and there are systematic shifts between different data sets, turns out to be a major problem in case of $^{237}$Np+n data analysis and prediction. Important constraints for the calculated capture cross section would come from the average radiation width and neutron strength functions $S_0$ and $S_1$. Consistent description of the total, fission and partial inelastic scattering data in 1-3 MeV energy range would provide important constraint for the absorption cross section, which is quite important for the robust estimate of the capture cross section in keV energy range.

The comparison of average energies of prompt fission neutron spectra for $^{237}$Np(n, F) reaction of different evaluated data libraries with present calculated and measured data give an impetus for a new evaluation of PFNS.

Realistic assessment of the uncertainties of $^{237}$Np evaluated data should take into account the results of the consistent description of total, fission, capture and inelastic scattering cross sections with nuclear reaction theory. Purpose of the present analysis is to clear out whether the available data on total and partial cross sections and average resonance parameters could be described/reproduced consistently.

Total cross section and elastic scattering

Auchampaugh et al. [11] measured $^{237}$Np+n total cross section in the energy range 20-200 keV, Kornilov et al. [6] - in the energy range of 0.5-9 MeV and Grigoriev et al. [12] at energies below 50 keV. Fig. 1 shows that data sets of [6] and [11] appear to be mutually consistent, while systematic discrepancy with data [12] is obvious. Calculated total, elastic scattering and absorption cross sections were obtained with the coupled-channel potential parameters by Maslov et al. [13, 14], obtained for the $^{238}$U. The experience of describing the capture cross section of $^{232}$Th [15, 16] is the motivation to decrease the real volume potential term $V_R$ by 0.5 MeV. Four ground-state rotational band levels $5/2^-, 7/2^-, 9/2^-, 11/2^-$ are assumed coupled. Deformation parameters were tuned to fit $S_0$ and $S_1$ strength function values of [17]. It will be shown below that the description of newest capture cross section data by Esch et al. [5] at 1 keV–200 keV is very sensitive to the shape of the absorption cross section. Fig. 1 shows, that
around 1 MeV the total cross section is virtually insensitive to the decrease of the imaginary surface potential term $W_D$, while the lowering of the absorption cross section could be cross checked by consistency of fission and inelastic scattering cross sections. In case of ENDF/B-VII.0 [1] the elastic scattering was adjusted to balance total and partial cross sections.

### Fission cross section

In case of $^{237}\text{Np}(n, f)$ cross section, for which there are systematic discrepancies in measured data [18-29], which are still not removed by recent measurement by Tovesson et al. [3, 4]. However, the overall consistency of time-of-flight data [3, 4, 27, 28] with the absolute measurements [29] is the indication of the higher ‘true’ cross section level. Fig. 1(a) demonstrates the fission data fit from 1 keV to 6 MeV.

### Inelastic scattering

It seems that $E_{\gamma} \approx 1$ MeV is a “stabilization point” of inelastic scattering cross section. Present calculation based on the fits of total and fission cross sections. The evaluated inelastic cross sections of ENDF/B-VII.0 evaluations is in severe disagreement with data by Kornilov et al. [6] on the inelastic scattering of neutrons with excitation of specific groups of levels (see Fig. 2a). Upward trend of the inelastic data at $E_{\gamma} \approx 1.5$ MeV might be explained by the sharp increase of the level density of the residual nuclide $^{237}\text{Np}$ due to the onset of three-quasi-par-ticle excitations [30]. The calculation with the decreased absorption cross section undershoots the measured data [6]. The total inelastic scattering cross section is much lower, than that corresponding to higher absorption cross section That is the sound proof of the adopted estimate of the absorption cross section, which is supported both by the $S_0$ strength function value at low energies and consistent description of fission and inelastic scattering data.

### Capture cross sections

Measured data for the $^{237}\text{Np}(n, \gamma)$ reaction cross section [5, 31-35] shown on Fig. 2b, are scattering a lot. The important feedback from the consistent description of total, fission and inelastic scattering data might be the prediction of the capture cross section shape based on the reliable estimate of radiation strength function and absorption cross section. Fig. 2b shows the calculated curve, corresponding to the consistent description of the total, fission and inelastic scattering cross section with $<\Gamma_{\gamma}> = 40.7$ meV and $<D_{obs}> = 0.52$ eV. Recent measured data [5] predict distinctly different cross section shape than the other data [31-35]. Relatively low cross section level in 20-200 keV energy range could be reproduced with rather low value of $<\Gamma_{\gamma}> = 30$ meV or decreased by 1 MeV $W_D = 2.69$ MeV. Combined influence of both factors brings the calculated cross section in consistency with the data by Esch et al. [5] in the 4 keV – 300 keV energy range. However, the resulting value of $S_0 = 0.78 \times 10^{-4}$ is much lower than the established value [17]. Obviously, the $S_0$ value could be increased by increasing the $\beta_5$.
quadrupole deformation parameter value, but after that the calculated capture cross section will again misfit the newest data [5], shown on Fig. 2b. The high cross section at $E_n < 1$ keV is reproduced only with increased of the absorption cross section and $S_0 = 1.3 \times 10^{-4}$.

**Prompt Fission Neutron Spectra**

Measured differential data on PFNS are available for the $^{237}$Np(n, F) for a few incident neutron energies [36-39]. In case of $^{237}$Np the evaluated data files of ENDF/B-VII.0, JENDL-3.3 and BROND ignore the influence of (n, xnf) pre-fission neutrons even on their average energy $\langle E \rangle$, to tell nothing about prompt fission neutron spectra shapes (see Figs. 3, 3b). Fission neutron spectra of $^{237}$Np(n, F) were measured in the vicinity of (n, xnf)-reaction thresholds. At $E_n \geq E_{nnf}$, where $E_{nnf}$ - threshold of the (n, xnf) reaction, the theoretical estimate of PFNS is obtained combining exclusive pre-fission and post-fission neutrons. Contributions of emissive/non-emissive fission and exclusive spectra of (n, xnf) reactions are defined by consistent description of $^{237}$Np(n, F) and $^{237}$Np(n, 2n)$^{236}$Np reactions. Energy dependence of PFNS for $^{237}$Np(n, F) at $\epsilon < E_m = E_n - B_f$, where $B_f$ - fission barrier of $^{237}$Np, is defined by fission probability of residual nuclide $^{237}$Np. Relative contribution of the (n, nf) and (n, 2nf) reactions to the fission cross section of $^{237}$Np(n, F) are substantially lower, than in case of $^{235}$U(n, F). Nonetheless, 1st and 2nd neutrons influence the PFNS shape still appreciably (see Figs. 3a(b)). The newest measurement of prompt fission neutron spectra for $^{237}$Np(n, f) [9] is quite consistent with the shape of independent model prediction (see Fig. 3a).
Conclusion

Present approach produces consistent description of total, \((n, f)\) and \((n, 2n)\) measured data. Estimate of inelastic scattering cross section is supported by the data \cite{6} on the partial inelastic scattering of neutrons. The constrained by the values of radiation strength function \(S_\gamma\) and neutron strength functions \(S_0\) and \(S_1\) of \cite{17} calculated capture cross section could not follow the trend, predicted by the newest measured data of \cite{5}. The job is supported by International Science and Technology Center (Moscow) under B-1604 Project Agreement and International Atomic Energy under Research Contract 14309.
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Validation of PWR spent fuel decay heat considering new SKB measurements.
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Abstract: The decay heat produced by spent nuclear fuel is an important parameter of safety analyses for its storage, transport, reprocessing and waste management. Current decay heat validation using the UK inventory code FISPIN10 for PWR fuel is based upon 12 calorimetric measurements reported by Schmitroth [1]. Reported results using JEF-2.2 and JEFF-3.1.1 decay and fission yield libraries using the FISPIN code [2] give good agreement; the mean calculated over experimental (C/E) values being 1.03±0.03 and 1.01±0.03 respectively. However, the data has a limited range of irradiation (25.6 to 39.4 GWD/t), cooling (2.3 to 5.7 years) and enrichment (2.5 to 3.4%) [3]. This paper considers recent PWR measurements carried out at the Swedish Nuclear Fuel and Waste Management Company (SKB) where calorimetric measurements have been performed of decay heat from BWR and PWR assemblies at the Swedish Interim Spent Fuel Storage Facility, CLAB, at Oskarshamn [4]. These include 43 measurements of decay heat from PWR spent fuel and 66 of BWR. The PWR measurements range in enrichment between 2.1 to 3.4%, irradiation of 19.7 to 51.0 GWD/t and cooling of 13 to 23 years. This considerably extends the current FISPIN decay heat validation in irradiation and cooling. These new calculations of the SKB PWR data use the FISPIN graphical user interface, FISGUI [5], which include generic JEF-2.2 [6] and JEFF-3.1 [7] libraries for Magnox, AGR, PWR and BWR fuels. The effect of using generic libraries for PWR decay heat, rather than cross-section libraries based upon modelling a specific PWR reactor is discussed. These validation results are compared to an independent method of determining uncertainties and possible improvements discussed.

Background

Up until recently the validation of spent fuel decay heat after 1 day of cooling relied upon measurements of the decay heat from irradiated PWR assemblies reported and compared against ORIGEN2 by Schmitroth [1]. This included 20 measurements of assemblies irradiated in the San Onofre, Point Beach and Turkey Point reactors; note that 4 measurements were reported as suspect and were ignored. The stainless steel clad fuel from San Onofre did not have a measured value for the cobalt impurity and as natural variation can result in variation in total decay heat of 10 to 20% in these cases, they could not be used for validation. Previous validation using these data with FISPIN and JEFF based libraries are shown in Table 1 [8]. The reactor physics models were based on design data reported in World Nuclear Industry Handbook [9]. These results show good agreement between experiment and calculations, all within ±5%. The overall mean C/E for JEF-2.2 and JEFF-3.1 are 1.01±0.03 and 1.00±0.03 respectively. It is noted that the uncertainties on the measurements were ±2%.

New SKB results

In this work the new SKB PWR assembly decay heat measurements have been considered [4]. The irradiation histories of these assemblies’ on-power and shutdown days are given in Table 2. The irradiations in MWD/t calculated for these assemblies, the masses of the assembly components, the uranium masses and enrichments, the irradiation histories and the cooling times to each measurement were used with the FISPIN Graphical User Interface (FISGUI) to calculate the decay heat expected from the fuel, zircaloy cladding and the small amount of stainless steel and inconel assembly components. The cross-section files used were generic PWR libraries based upon design information for the Unterweser PWR. The measured heat and its C/E ratios are given in Table 3 with details of the irradiation, enrichment and cooling.
These results show good agreement with the calculations JEF-2.2 data giving 0.995 ± 0.013 and JEF-3.1.1 giving 0.985 ± 0.012. The uncertainty on the heat measurements are reported as ± 2% [4]. It is noted that using other available PWR libraries give mean C/E values of 0.987 and 1.032, and the mean C/E are different between the Ringhals 2 and 3 results. This suggests that reactor specific cross-section libraries need to be developed using the design information of these reactors to properly validate the codes and data. The overall uncertainty from these new results is around ± 1.5%, very close to the expected measurement uncertainties of ± 2%.

Expected uncertainties on decay heat
Validation studies of this type are based upon measurements for assemblies from specific reactors and fuel parameters (enrichment, irradiation history, cooling). Their validity outside of these ranges are less certain for safety cases. An alternative is to consider the uncertainties of the underpinning nuclear data and the biases of calculation methods including validation of spent fuel composition to calculate the decay heat with its biases and uncertainties. This type of approach has been used for a typical PWR UOX fuel and results are shown in Table 4 [10]. This shows biases of less than 1% from 3 days to 30 years of cooling and an expected uncertainty of around 5% between 5 and 100 years, whereas the above validation suggests calculations are within about 1 to 2% of the experimental measurements.

Conclusions
These new measurements considerably increase the range of validation data available for decay heat from LWR fuel assemblies and these preliminary results give very good agreement with both JEF-2.2 and JEFF-3.1.1 data. It is interesting to note that the validation results are considerably better than estimates of the uncertainties from nuclear data and chemical analysis data would suggest. It is possible that this is a result of the highly correlated nuclear data uncertainties that would be expected in decay heat calculations where a few highly correlated fission products dominate (e.g. Cs137/Ba137m, Sr90/Y90, Ce144/Pr144, Ru106/Rh106).
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Table 1. Comparison of PWR assembly decay heat measurements with calculations using JEFF data.

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Initial (^{235})U (Wt%)</th>
<th>Burnup (GWd/t)</th>
<th>Cooling (d)</th>
<th>Measured heat (W)</th>
<th>JEF-1 C/E</th>
<th>JEF-2.2 C/E</th>
<th>JEFF-3.1 C/E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point Beach</td>
<td>31.914 1635</td>
<td>724</td>
<td>31.914 1635</td>
<td>723</td>
<td>1.04</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>38.917 1634</td>
<td>921</td>
<td>39.384 1633</td>
<td>931</td>
<td>1.04</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>35.433 1630</td>
<td>846</td>
<td>38.946 1629</td>
<td>934</td>
<td>1.03</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>37.057 1630</td>
<td>874</td>
<td>37.057 1630</td>
<td>874</td>
<td>1.04</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28.430 962</td>
<td>1423</td>
<td>1.05</td>
<td>1.05</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28.430 2077</td>
<td>625</td>
<td>1.02</td>
<td>1.03</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26.465 963</td>
<td>1284</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>27.863 864</td>
<td>1550</td>
<td>1.07</td>
<td>1.06</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25.595 1762</td>
<td>637</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Mean and Standard Deviation of C/E values
- Point Beach: 1.04 ± 0.01, 0.99 ± 0.02, 0.98 ± 0.02
- Turkey Point: 1.04 ± 0.03, 1.04 ± 0.03, 1.02 ± 0.03
- Combined: 1.04 ± 0.02, 1.01 ± 0.03, 1.00 ± 0.03

Table 2. Irradiation histories of the measured SKB PWR assemblies.

<table>
<thead>
<tr>
<th>Assembly</th>
<th>Cycle 1 on-power days</th>
<th>Cycle 2 on-power days</th>
<th>Cycle 3 on-power days</th>
<th>Cycle 4 on-power days</th>
<th>Cycle 5 on-power days</th>
<th>Cycle 6 on-power days</th>
</tr>
</thead>
<tbody>
<tr>
<td>0C9 1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
<td>323</td>
</tr>
<tr>
<td>0E2 305</td>
<td>47</td>
<td>323</td>
<td>49</td>
<td>335</td>
<td>47</td>
<td>338</td>
</tr>
<tr>
<td>0E6 323</td>
<td>49</td>
<td>335</td>
<td>47</td>
<td>338</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1C2 1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
<td>323</td>
</tr>
<tr>
<td>1C5 323</td>
<td>49</td>
<td>335</td>
<td>47</td>
<td>338</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1E5 2A5</td>
<td>1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
</tr>
<tr>
<td>2C2 1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
<td>323</td>
</tr>
<tr>
<td>3C1 1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
<td>323</td>
</tr>
<tr>
<td>3C4 323</td>
<td>49</td>
<td>335</td>
<td>47</td>
<td>338</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3C5 1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
<td>323</td>
</tr>
<tr>
<td>3C9 323</td>
<td>49</td>
<td>335</td>
<td>47</td>
<td>338</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4C4 1038</td>
<td>104</td>
<td>240</td>
<td>74</td>
<td>305</td>
<td>47</td>
<td>323</td>
</tr>
<tr>
<td>4C7 323</td>
<td>49</td>
<td>335</td>
<td>47</td>
<td>338</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5A3 1038</td>
<td>104</td>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5F2 335</td>
<td>47</td>
<td>338</td>
<td>38</td>
<td>312</td>
<td>40</td>
<td>310</td>
</tr>
<tr>
<td>5C1 1029</td>
<td>85</td>
<td>267</td>
<td>56</td>
<td>312</td>
<td>83</td>
<td>281</td>
</tr>
<tr>
<td>1C2 1029</td>
<td>85</td>
<td>267</td>
<td>56</td>
<td>312</td>
<td>83</td>
<td>281</td>
</tr>
<tr>
<td>2C1 1029</td>
<td>85</td>
<td>267</td>
<td>56</td>
<td>312</td>
<td>83</td>
<td>281</td>
</tr>
<tr>
<td>2C2 1029</td>
<td>1532</td>
<td>317</td>
<td>84</td>
<td>273</td>
<td>1512</td>
<td>329</td>
</tr>
<tr>
<td>2D7 312</td>
<td>83</td>
<td>281</td>
<td>78</td>
<td>290</td>
<td>481</td>
<td>273</td>
</tr>
<tr>
<td>2D8 267</td>
<td>56</td>
<td>312</td>
<td>83</td>
<td>281</td>
<td>78</td>
<td>290</td>
</tr>
<tr>
<td>2F1 281</td>
<td>78</td>
<td>290</td>
<td>80</td>
<td>317</td>
<td>84</td>
<td>273</td>
</tr>
<tr>
<td>2F14 281</td>
<td>78</td>
<td>290</td>
<td>80</td>
<td>317</td>
<td>84</td>
<td>273</td>
</tr>
<tr>
<td>2F25 281</td>
<td>78</td>
<td>290</td>
<td>80</td>
<td>317</td>
<td>84</td>
<td>273</td>
</tr>
<tr>
<td>2F32 290</td>
<td>80</td>
<td>317</td>
<td>84</td>
<td>273</td>
<td>778</td>
<td>320</td>
</tr>
<tr>
<td>2G11 377</td>
<td>84</td>
<td>273</td>
<td>91</td>
<td>260</td>
<td>90</td>
<td>266</td>
</tr>
<tr>
<td>2G23 260</td>
<td>90</td>
<td>266</td>
<td>71</td>
<td>320</td>
<td>63</td>
<td>297</td>
</tr>
<tr>
<td>2I0 273</td>
<td>91</td>
<td>260</td>
<td>90</td>
<td>266</td>
<td>71</td>
<td>320</td>
</tr>
<tr>
<td>2I24 273</td>
<td>91</td>
<td>260</td>
<td>90</td>
<td>266</td>
<td>71</td>
<td>320</td>
</tr>
<tr>
<td>2I25 273</td>
<td>91</td>
<td>260</td>
<td>90</td>
<td>266</td>
<td>71</td>
<td>320</td>
</tr>
</tbody>
</table>
### Table 3. Details of measured decay heats and FISPIN calculations using generic libraries.

<table>
<thead>
<tr>
<th>Assembly</th>
<th>Reactor</th>
<th>L215 ppm (%)</th>
<th>L2 186 ppm (%)</th>
<th>Final irradiation</th>
<th>Cooling (days)</th>
<th>Expected decay heat bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C49</td>
<td>3.101</td>
<td>150</td>
<td>38442</td>
<td>6551</td>
<td>17.94</td>
<td>9884</td>
</tr>
<tr>
<td>C01</td>
<td>3.095</td>
<td>150</td>
<td>36688</td>
<td>8403</td>
<td>23.18</td>
<td>11247</td>
</tr>
<tr>
<td>C12</td>
<td>3.095</td>
<td>150</td>
<td>36385</td>
<td>8403</td>
<td>23.01</td>
<td>11247</td>
</tr>
<tr>
<td>C09</td>
<td>3.101</td>
<td>150</td>
<td>38442</td>
<td>6551</td>
<td>17.94</td>
<td>9884</td>
</tr>
<tr>
<td>C03</td>
<td>3.095</td>
<td>150</td>
<td>36385</td>
<td>8403</td>
<td>23.01</td>
<td>11247</td>
</tr>
<tr>
<td>C06</td>
<td>3.095</td>
<td>150</td>
<td>36385</td>
<td>8403</td>
<td>23.01</td>
<td>11247</td>
</tr>
</tbody>
</table>

### Table 4. Expected decay heat biases and uncertainty from JEFF-3.1.1 FISPIN calculations.

<table>
<thead>
<tr>
<th>Cooling (days)</th>
<th>Expected bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 days</td>
<td>0.26 ± 0.012</td>
</tr>
<tr>
<td>5</td>
<td>0.50 ± 0.012</td>
</tr>
<tr>
<td>10</td>
<td>0.27 ± 0.012</td>
</tr>
</tbody>
</table>

**Combined**

<table>
<thead>
<tr>
<th>Expected uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>93.5 ± 0.013</td>
</tr>
</tbody>
</table>
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Abstract: A review is presented of recent experimental works on intermediate-energy neutron-induced fission. The emphasis is placed on the experiments carried out at the TSL, LLN and GNEIS neutron beam facilities. Experimental setups dedicated to measurements of neutron-induced fission cross-sections as well as to measurements of fission fragment mass distributions are considered. Technical aspects of using the experimental setups at the neutron beams with quasi-monoenergetic and “white” spectra are discussed. A strategy is outlined for further experiments in this field.

Introduction

Over the past ten years a large body of experimental research has been focused on neutron-induced fission at so-called intermediate energies, i.e. in the range from 20 to 200 MeV. A motivation of this activity stems from the nuclear data needs for accelerator-driven systems (ADS), which address such problems as transmutation of nuclear waste, energy amplification, incineration of weapon plutonium, etc. Feasibility studies for ADS require the fission reaction data for a wide set of nuclides ranging from tungsten to heavy actinides. A comprehensive measurement of these data is a challenge for the nuclear research community, so it is not surprising that teamwork through international collaborations became a necessity. The present paper makes an attempt to review a series of fission experiments carried out by Khlopin Radium Institute and Petersburg Nuclear Physics Institute in collaboration with Uppsala University and Université Catholique de Louvain. The experimental campaign has been performed at neutron beams of the The Svedberg Laboratory (TSL), of the Louvain-la-Neuve (LLN) cyclotron facility CYCLONE, and of the neutron time-of-flight spectrometer GNEIS (PNPI). The investigated nuclides, the data measured and the covered energy ranges are summarized in Table 1 together with the neutron beam facilities, the detector setups, and the monitor reactions used. All the measurements have been carried out making use of various multi-section ionization chambers (MIC), and thin-film breakdown counters (TFBC). The emphasis in this paper is placed on MIC’s including Frisch-gridded (MFGIC) and parallel plate ionization chambers whereby the most data have been obtained.

Table 1. Overview of the experimental campaign

<table>
<thead>
<tr>
<th>Target nuclide</th>
<th>Data measured</th>
<th>Energy range MeV</th>
<th>Facility</th>
<th>Detector setup</th>
<th>Monitor reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{181}$Ta</td>
<td>$\sigma (n,f)$</td>
<td>94-174</td>
<td>TSL</td>
<td>TFBC</td>
<td>$^{209}$Bi(n,f)</td>
</tr>
<tr>
<td>$^{182,183,184,186,\text{nat}W}$</td>
<td>$\sigma (n,f)$</td>
<td>45-175</td>
<td>TSL</td>
<td>MIC(mini),TFBC</td>
<td>$^{209}$Bi(n,f)</td>
</tr>
<tr>
<td>$^{208}$Tl</td>
<td>$\sigma (n,f)$</td>
<td>66-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{196}$Au</td>
<td>$\sigma (n,f)$</td>
<td>33-175</td>
<td>LLN,TSL</td>
<td>MFGIC,TFBC</td>
<td>$^{209}$Bi(n,f)</td>
</tr>
<tr>
<td>$^{204,206,207,208,\text{nat}Pb}$</td>
<td>$\sigma (n,f)$</td>
<td>65-160</td>
<td>TSL</td>
<td>TFBC</td>
<td>$^{238}$U(n,f)</td>
</tr>
<tr>
<td>$^{nat}$Pb</td>
<td>$\sigma (n,f)$</td>
<td>40-200</td>
<td>GNEIS</td>
<td>MIC(large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{209}$Bi</td>
<td>$\sigma (n,f)$</td>
<td>33-175</td>
<td>LLN,TSL</td>
<td>MFGIC, TFBC</td>
<td>$^{238}$U(n,f)</td>
</tr>
<tr>
<td>$^{209}$Bi</td>
<td>$\sigma (n,f)$</td>
<td>27-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{232}$Th</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{232}$U</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{233}$U</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{234}$Pu</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{235}$Pu</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{242}$Pu</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{243}$Am</td>
<td>$\sigma (n,f)$</td>
<td>1-200</td>
<td>GNEIS</td>
<td>MIC (large)</td>
<td>$^{235}$U(n,f)</td>
</tr>
<tr>
<td>$^{233}$Th</td>
<td>FFY</td>
<td>30-60</td>
<td>LLN</td>
<td>MFGIC</td>
<td>-</td>
</tr>
<tr>
<td>$^{234}$Th</td>
<td>FFY</td>
<td>30-60</td>
<td>LLN</td>
<td>MFGIC</td>
<td>-</td>
</tr>
</tbody>
</table>
Detector setups for the \((n, f)\) cross section measurements

Typical background problems

Ionization chambers, in general, are well suited to the \((n, f)\) cross section measurements at intermediate energies. These detectors allow neutron TOF measurements with a time resolution of 1-5 ns and have almost 100% efficiency for fission fragment detection. In addition, the detector sensitivity can be increased, if necessary, using multi-section assemblies and (or) large fissile targets. At the same time, there some background problems related to features of both ionization chambers and neutron beam facilities. The first problem is an overlap between energy deposition spectra of fission fragments and other charged particles (CPs). The latter are produced by energetic neutrons in upstream materials and by heavy target nuclei decaying spontaneously by alpha emission. The “overlap” problem becomes especially complicated for short-lived alpha emitters as well as for light nuclei characterized by small fission cross sections and low fission fragment energies.

The other problem is typical for measurements at the GNEIS facility where each neutron burst is accompanied by an intense gamma flash. The gamma flash results in a baseline distortion that complicates a threshold discrimination against the CPs and electronic noise.

Finally, the measurements at pulsed neutron sources with short micropulse spacing (TSL, LLN) suffer from so-called wraparound background caused by slow neutrons arriving at the detector simultaneously with fast neutrons from the next micropulses. In the presence of the wrap-around neutrons the measured TOF distributions have a frame–overlapping structure that prevents a proper TOF analysis of fission events. In what follows several ways to mitigate the background problems are illustrated by the example of the detector setups developed.

A miniature MIC

A new TSL facility placed in operation in 2003-2004 offers an additional “parasitic” irradiation position with increase in neutron flux, but at the cost of limited size of irradiated objects. To measure the \((n, f)\) cross sections of W relative to Bi a miniature MIC has been developed (see the left part of Fig. 1). The detector holds up to 17 double-sided fissile targets (with a diameter of 22 mm) deposited on 300 \(\mu\)m thick aluminum backings. A blank section (without a fissile sample) has been used to measure a shape of the background due to the CPs and gamma radiation. The background subtraction is shown at the right of Fig. 1.

![Image of a miniature MIC](image1)

**Figure 1.** Left: a picture of a miniature MIC used at a “parasitic” irradiation position at the new TSL facility. Right: energy deposition spectra measured with the miniature MIC.

A multi-section Frisch-gridded ionization chamber (MFGIC)

A Frisch-gridded ionization chamber permits both pulse height (PH) and so-called angular discrimination against the background particles. In Fig 2 a MFGIC used for the \((n, f)\) cross section measurements at the TSL and LLN neutron beams is shown. The electrode assembly of the MFGIC consists of seven sections. Each section comprises two gridded ionization...
chambers with a common cathode. The fissile materials ($^{205}$TI, $^{204}$, $^{206}$, $^{207}$, $^{208}$Pb, $^{209}$Bi, and natU) were deposited by thermal vacuum evaporation on both sides of each cathode. A detailed description of the detector setup and the electronic equipment is given elsewhere [1]. The left part of Fig. 3 shows a scatter plot of PH of cathode signal versus PH of anode signal that elucidates the discrimination techniques. A result of the angular discrimination against the CPs is also given in Fig. 3 (the right part).

Figure 2. Cross section views (left) and picture (right) of the MFGIC.

Figure 3. PH of cathode signal vs PH of anode signal (left) and energy deposition spectra (right) with (red) and without (blue) the angular discrimination against the CPs.

A large-sized MIC
To take full advantage of neutron beam at the GNEIS facility the large sized MICs were used for the (n,f) cross section measurements [2,3]. All targets (see Table 1) were 180mm in diameter and deposited on one side of the 50 μm thick Al backing. Most of the targets were 150-550 μg/cm² thick with the exception of $^{240}$Pu and $^{243}$Am. The latter were 5-7 μg/cm² thick only. The use of flash ADCs made it possible to handle multiple events from each neutron burst. In addition, the digital signal processing allowed for an identification of fission events against the background of CPs and electronic noise in the present of the baseline distortion caused by an intense gamma flash. An example of the waveforms and the pulse height spectra obtained is shown in Fig. 4.
Figure 4. Left: waveforms of a gamma flash detector (a,b) and of the MIC (c,d,e), the channel width is 10 ns. Right: pulse height spectra obtained for the fissile targets with a high specific radioactivity.

Parallel plate avalanche counters (PPACs)
Whenever feasible, detection of both fission fragments in coincidence and measurement of their kinetic energies should be done to attain the best discrimination against the CPs. This approach has recently been implemented in the (p,f) cross section measurements at the PNPI synchrocyclotron [4]. The experimental setup consisted of six detecting assemblies. Each assembly comprised two PPACs and a thin fissile target placed in between them. The right part of Fig. 5 shows a 2D amplitude distribution of the coinciding events detected by the PPACs for proton-induced fission of $^{238}$U at 1 GeV. One can see that a correlation analysis of these events allows rejection of almost all the background events.

Figure 5. Left: fission fragment registration with PPACs. 1 - target; 2 - backing; 3 - target support; 4 -PPAC; HV - high voltage; FP- fast amplifier; D - discriminator; CU - coincidence unit; CDC - charge-to-digital converter. Right (a): an amplitude scatterplot of the coinciding events. Right (b): distribution over the sum of the amplitudes.
Detector setups for measurements of fragment mass yields

A MFGIC

Pre-neutron emission fragment mass yields have been recently measured for the $^{232}$Th(n,f) and $^{238}$U(n,f) reactions in the energy range 30-60 MeV. The measurements have been carried out at quasi-monoenergetic neutron beam of the LLN accelerator facility making use of a MFGIC similar to that described in [1]. A measured time distribution of fission events relative to the RF signals (see Fig. 6) reveals that fission events induced by wrap-around neutrons can not be rejected by imposing a cut on the time intervals. A time distribution simulated by a Monte-Carlo folding of the fission cross section [5] with the neutron spectrum [6] is also shown. In the right part of Fig. 6 a pre-neutron emission fragment mass distribution measured for the peak neutrons is shown along with the distributions from low-energy fissions falling into the same time cut. For the sake of simplicity, the “background” distributions have been shaped using the Wahl systematics [6].

Figure 6. Left: measured and simulated TOF spectra of fission events for the $^{238}$U(n,f) reaction induced by quasi-monoenergetic neutrons with peak energy of 32.8 MeV. Right: pre-neutron emission fragment mass distribution measured for the peak neutrons (red) and the “background” distributions from the wrap-around neutrons.

Time-of-flight spectrometer of fission fragments

A recently developed TOF spectrometer of fission fragments is shown in Fig. 7. The E,V method is applied to measure the post-neutron emission fragment mass yields for two thick targets.

Figure 7. Schematic drawing of the TOF spectrometer of fission fragments.

The targets are deposited onto electrodes of the central PPAC. When a binary fission happens, one of the fragments is instantly detected by the central PPAC providing a “start” signal with a time resolution of about 300 ps (FWHM). The other fragment travels in vacuum a distance of 50 cm and arrives at the Bragg-PPAC hybrid detector which is a wide-aperture ionization chamber housed in a common value with a thin PPAC. The hybrid detector provides a “stop” signal and the energy of the second fragment. Testing experiments with the TOF spectrometer are under way.
Outlook

The detector setups developed and the experience accumulated open up possibilities for new measurements of the fission reaction data at intermediate energies. At this point it should be remarked that a commercialization of the TSL accelerator facility will result in a limitation of this sort of experiments for the years to come. Moreover, the TSL destiny after 2011 is uncertain. Because of this, the most part of the collaborative activity could be connected with the GNEIS and LLN facilities. In summer 2008, the PPACs and the MFGIC were tested at the GNEIS facility making use of the data acquisition system based on commercially available 8 bit, 500 MHz flash ADCs for the signal treatment. It was concluded that the PPACs can be efficiently used for measurement of the (n,f) cross sections of actinides with $T_{1/2} \geq 10^4$ yr in the energy range 1-200 MeV. It was also found that a twin ionization chamber with Frisch grids being used at the GNEIS facility provides a means for measurements of fission fragment mass yields for actinides with $T_{1/2} \geq 2 \times 10^6$ yr at neutron energies at least up to 100 MeV. To make good use of the TOF spectrometer of fission fragments, the neutron beams with a fluence rate not less than $10^7$ s$^{-1}$cm$^{-2}$ are necessary. At the same time, the TOF spectrometer permits measuring of fragment mass yields in proton-induced fission in the energy range 200 -1000 MeV covered by the PNPI accelerator.
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Abstract: An extensive programme of measurements of several neutron induced reactions on $^{241}$Am is being carried out at the JRC-IRMM in the frame of a collaboration between the JRC and French laboratories from CNRS and CEA. Raw material coming from the Atalante facility of CEA Marcoule has been transformed by JRC-ITU Karlsruhe into suitable $^{241}$AmO$_2$ samples embedded in Al$_2$O$_3$ and Y$_2$O$_3$ matrices. They were specifically designed for activation and time-of-flight measurements.

The $^{241}$Am(n,2n)$^{240}$Am reaction cross section was measured at the 7 MV Van de Graaff accelerator using the activation technique. The irradiations were performed in four sessions, using quasi mono-energetic neutrons with energies ranging from 8 to 21 MeV produced via the D(d,n)$^3$He and the T(d,n)$^4$He reactions. For the first time, these measurements allowed the experimental investigation of the $^{241}$Am(n,2n) reaction cross-section above 15 MeV. The induced activity was measured off-line after the irradiation by standard gamma-ray spectrometry using a high purity germanium detector.

A different sample of the same isotope has been measured in transmission experiments in the resonance region at the neutron time-of-flight facility Gelina. These experiments were performed during two measurement campaigns, the second one after a recent upgrade of the data acquisition system. Finally, a capture experiment in the resonance region is currently ongoing, also at Gelina.

This paper will describe the results of the (n,2n) measurement campaign, compared with previously existing data and the current evaluated data libraries JEFF-3.1, BROND-2.2, JENDL-3.3 and ENDF/B-VII, as well as some preliminary results from the transmission measurements.

Introduction

Very precise neutron-induced reaction cross-section data are required for many practical applications, especially to predict reliably the behaviour of reactor cores in both present fission and future fusion reactors. The present evaluated data files of $^{241}$Am do not fulfil these requirements, and an ambitious programme of measurements has been developed to address two of the problems encountered in these files.

Only a few measurements on the $^{241}$Am(n,2n) reaction exist, most of them obtained at neutron energies around 14 MeV [1-3], with another recent set of measurements going from the threshold up to 14 MeV [4]. These data reveal huge discrepancies and none of them are going above 15 MeV. Moreover, the evaluations show a large spread in the predicted excitation function [5] (see Fig. 1a). Thus, measurements of this reaction cross section were performed at the 7 MV Van de Graaff accelerator at JRC-IRMM using the activation technique.

The second problem to be looked at concerns the resonance parameters of the low energy
americium resonances, as it has been observed that the resonance integral as calculated from the resonance parameters of the evaluated data files is smaller than the value determined by integral measurements. The evaluations for the lowest resonances are based essentially on three measurements (Adamchuck [6], Belanova [7, 8], Slaughter [9]) like for instance JEFF3.1 [10]. As already observed and mentioned by O. Bouland [11], the agreement for the lowest resonances between Adamchuck et al., and Belanova et al. are satisfactory, neglecting a small shift in the energies of the lowest resonance, but the results by Slaughter et al. are different (see Fig. 1b). The peak cross sections of the resonances are about 30% higher than for the two other measurements. The cross sections as suggested in the evaluation are typically somewhere in between those two curves. To explain these rather large discrepancies, the influence of the sample properties when powder materials are used is under investigation. Therefore, a set of transmission and capture measurements using a novel sample type have been performed at GELINA, the white neutron source at JRC-IRMM.

![Figure 1](image.png)

**Figure 1.** a) Status of the (n,2n) cross section data and evaluations.  
b) Status of the total cross section data and evaluations.

### Activation measurements

#### Samples and experimental procedure

The samples were prepared by a method especially developed for this present study by JRC-ITU. This method is based on the production of porous alumina granules by powder metallurgy. The americium (originally provided by CEA) was then introduced into the porous particles by infiltration of the nitrate solution. Following drying to eliminate water, and calcination to convert to oxide, the resulting powder was pressed into pellets of 12 mm diameter and 2 mm thickness. The samples’ weight is in average 400 mg and the average americium content is 40 mg. The americium-alumina material was then encapsulated into aluminium containers. The samples’ geometries were examined by X-ray radiography and the Am content determined by calorimetry. The mass of $^{241}$Am in the samples was determined by γ-spectrometry at IRMM as well and the results agree within 2% uncertainty. Three sets of irradiations were performed. For the first one, we used the $^2$H(d,n)$^3$He reaction on a deuterium gas target for the production of quasi mono-energetic neutrons with energies of 8.8 and 9.4 MeV. The two other experiments, determining for the first time the reaction cross section above 15 MeV, used quasi mono-energetic neutrons with energies between 13.4 and 20.7 MeV produced via the $^3$H(d,n)$^4$He reaction, employing a solid-state Ti/T target (2 mg/cm$^2$ thick) on a silver backing (0.4 mm thick).

The samples, each sandwiched between monitor foils, were placed at 0° relative to the incident neutron beam and at 2 cm distance from the target. During the irradiation, a long counter was used to record the time profile of the neutron flux in order to correct for the flux fluctuation.

The neutron energy and yield distributions as a function of deuteron energy and emission angle were calculated using the program EnergySet [12], and the fluence rate was determined relative to the $^{27}$Al(n,$\alpha$)$^{24}$Na reaction. To account for the contribution of low energy neutrons, various dosimetry reactions with different energy thresholds were used, such as $^{115}$In(n,n)$^{115}$In, $^{58}$Ni(n,p)$^{58}$Co, $^{27}$Al(n,p)$^{27}$Mg, $^{56}$Fe(n,p)$^{56}$Mn and $^{93}$Nb(n,2n)$^{92}$mNb, combined with results from previous time-of-flight spectrum measurements.
Activity measurement
After the irradiation, the induced activity was measured off-line by standard γ-ray spectrometry using a high-purity germanium detector. The data acquisition was controlled by the Maestro system supplied by Ortec, and the γ-ray spectra were analysed using the software package Genie2000 of Canberra. The decay data for both $^{241}\text{Am}$ and $^{240}\text{Am}$ used for the data analysis were taken from the Nuclear Data Sheets. A Pb/Sn/Cu shielding was used to reduce the important natural activity from the $^{241}\text{Am}$ decay in order to limit the dead time of the system to less than 10%. The detector was additionally shielded from the side with a 10 mm Cu cylinder to avoid detection of scattered gamma rays. It was found out that among the two most intensive gamma lines from $^{241}\text{Am}$, at 888.8 and 987.8 keV, the first one was contaminated by the $^{241}\text{Am}$ natural activity, but the region around the second one was free from such background activity. The efficiency of the detection setup was determined by Monte Carlo simulation using the MCNP5 code. The cross sections were calculated using the activation formula. Corrections were applied for the detection efficiency, irradiation and measurement geometry, neutron flux fluctuation and secondary neutrons.

Results and discussion
The experimental results of this work are shown in Fig. 2. Our results agree within the uncertainty limits with the results obtained at TUNL in 2007 and with the ENDF/B-VII evaluation above 16 MeV, which is remarkable given the fact that this latter was based on knowledge about the data at 14 MeV only. Thus, the experimental data above 16 MeV provide a valuable test for the preequilibrium modelling in the presence of fission.

Transmission measurements
One sample (22 mm diameter and 3.3 mm thickness) based on an Y$_2$O$_3$ matrix was infiltrated with 325 mg of $^{241}\text{Am}$ oxide, providing an equal distribution of Am over the whole sample size. The characteristics of this sample, prepared at JRC-ITU like the other ones for the activation measurements, were determined in the same way as previously described. The measurements were performed at GELINA, the white neutron source of JRC-IRMM, which is a linear electron accelerator that accelerates electrons up to 150 MeV. The electron pulses had a duration of approximately 1 ns, and the used repetition rate was 50 Hz. The chosen flight path length was 26.44 m and the beam diameter was limited to about 1.5 cm using a combination of Li-carbonate, Cu and Ni collimators. The sample was positioned at a distance of around 10 m halfway between the neutron target and the detector system, which was a 0.5 inch thick and 4 inch diameter Li-glass scintillator, viewed by two photomultipliers tubes. To reduce the impact of a variation of the neutron flux on the measured transmission, measurements of the sample and open beam were cycled every twenty minutes.

To derive the transmission from the registered data, the software package AGS [13] was used. This code performs the most important corrections, such as dead time, background subtraction, normalisation, etc. with a full propagation of the covariance matrix, starting with the uncorrelated statistical uncertainties of the counting statistics. The background is
estimated with the black resonance technique, i.e. filters are inserted into the beam, removing all the neutrons at a given energy.

The transmission was determined and analyzed using the resonance shape analysis code Refit [14]. Fig. 3 shows a preliminary result of such a shape analysis, compared to the transmission determined with the resonance parameters given in ENDF/B-VII, JEFF3.1 and JENDL. All three evaluations seem to underestimate the cross sections, but final results will only be obtained after a simultaneous analysis of the transmission and capture data.

![Figure 3. Experimental transmission data compared to different evaluations.](image)

**Conclusions**

The consistency of our $^{241}\text{Am}(n,2n)$ experimental points with other recent experimental data was shown for neutron energies below 14 MeV. The present work is the first to report results above 15 MeV, where a remarkable agreement was obtained with the model calculations of ENDF/B-VII.

The preliminary results of the transmission experiment for the first resonances show a probable underestimation of the capture cross section (and hence of the total cross section) by the various evaluations. Further capture experiments are ongoing, and once both types of measurements completed, the results of a detailed resonance shape analysis can be used as a basis for a new evaluation.
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Introduction

Data adjustment (or data « assimilation ») techniques have been proposed in the past and widely used in the core and fuel cycle neutronics field (see e.g. Refs 1–4), in order to provide best estimates and reduced uncertainty values for design parameters of nuclear reactor systems. Key ingredients of that approach are a) well quantified uncertainties and associated variance-covariance data; b) well documented, high accuracy and “representative” integral experiments; c) general sensitivity methods to produce sensitivity coefficients for a wide variety of different design parameters (core and fuel cycle).

The major drawback of these techniques is the potential limitation of the domain of application of the adjusted data and the fact the statistical adjustments are made on multigroup data, which means that both the multigroup structure and the code used to process the basic data file are significant constraints.

A method to overcome these potential difficulties is proposed. In fact, the classical statistical adjustment method can be improved to “adjust” physical parameters and not multigroup nuclear data. The objective is now to correlate the uncertainties of some basic parameters that characterize the neutron cross section description, to the discrepancy between calculation and experimental value for a large number of (existing) clean (i.e. well documented with high QA standards), high accuracy (i.e. with as low as possible experimental uncertainties and systematic errors) integral experiments.

Use of integral experiments to reduce uncertainties on design parameters.

The use of integral experiments and uncertainties (both experimental uncertainties and cross section covariance data), to improve the prediction of reference design integral parameters and to reduce the associated uncertainties:

- The „bias factor” method (one mock-up experiment available)
- Statistical cross section adjustments (i.e. a systematic experimental program is available, see e.g. Ref. 5)

Several variants have been proposed (notably in Japan by T. Takeda et al see Refs. 6-8), but they are substantially equivalent.

The bias factor method

Given a design reference system (ref) and an experimental mock-up (exp) of it, for a specific integral parameter Bi one can define:

- the reference calculated value: \( B_{i,\text{ref},c} \)
- the mock-up calculated value: \( B_{i,\text{exp},c} \)
- the mock-up experimental value: \( B_{i,\text{exp},e} \)

The „bias factor” method tries to improve the prediction of the design reference system as follows:

\[
B_{i,\text{ref},\text{improv}} = B_{i,\text{ref},c} \times \left(\frac{B_{i,\text{exp},e}}{B_{i,\text{exp},c}}\right) = B_{i,\text{ref},c} f
\]
and $f$ is the bias factor.

As for uncertainty on the integral parameter $B_i$ we have the following expressions:

a) if $S_{B,i,\text{ref}}$ is the sensitivity vector of integral parameter $B_i$ in the reference system to cross sections $p$ and $B_p$ is the associated covariance matrix, then the „a priori“ variance of $B_{i,\text{ref}}$ is given by:

$$V(B_{i,\text{ref}}) = S_{B,i,\text{ref}}^T B_p S_{B,i,\text{ref}}$$

b) in the case of the bias factor method (one mock-up experiment), we have

$$V(B_{i,\text{improv}}) = (S_{B,i,\text{ref}}^T - S_{B,i,\text{exp}}^T) B_p (S_{B,i,\text{ref}} - S_{B,i,\text{exp}}) + V(E)$$

where $S_{B,i,\text{exp}}$ is the sensitivity vector of integral parameter $B_i$ in the mock-up experiment and $V(E)$ is the experimental uncertainty.

The statistical adjustment method

Data adjustment (or data « assimilation ») techniques have been proposed in the past and widely used in the core and fuel cycle neutronics field, in order to provide best estimates and reduced uncertainty values for design parameters of nuclear reactor systems.

Key ingredients of that approach are:

a) well quantified uncertainties and associated variance-covariance data;

b) well documented, high accuracy and “representative” integral experiments;

c) general sensitivity methods to produce sensitivity coefficients for a wide variety of different design parameters (core and fuel cycle).

If $B_p$ is the “a priori” nuclear data covariance matrix, $S_B$ the sensitivity matrix of the performance parameters $B_i$ ($i=1, \ldots, I$) to the $J$ nuclear cross sections, the “a priori” covariance matrix of the performance parameters is given by:

$$B_B = S_B^T B_p S_B$$

It can be shown that, using a set of $K$ integral experiments $A$, characterized by a sensitivity matrix $S_A$, besides a set of statistically adjusted cross-section data, a new (“a posteriori”) covariance matrix can be obtained:

where $B_A$ is the integral experiment uncertainty matrix.

2.3 Uncertainty reduction

The previous matrix can then be used to define a new (“a posteriori”) covariance matrix for the performance parameters $B$:

$$\tilde{B}_B = S_B^T \tilde{B}_p S_B = \{B_B -$$

$$-S_B^T B_p S_A (S_A^T B_p S_A + B_A)^{-1} S_A^T B_p S_B\} =$$

$$= B_B \{I - (S_A^T B_p S_B)^{-1} (S_A^T B_p S_A + B_A)^{-1} \times$$

$$\times (S_A^T B_p S_B)^2\}\}$$

From this expression, it results that in order to reduce the performance parameter „a priori“ uncertainties, the most effective integral experiments are those with „representative“ sensitivity profiles ($S_A \sim S_B$) and small experimental uncertainties ($B_A \sim 0$).
Moreover, one can use the same equation to understand the effectiveness of a data adjustment and its “extrapolability” to a set of different reference systems. For this purpose, one has to introduce in the previous equation the sensitivity matrix of the design parameters \( (i=1, \ldots, I; \ n=1, \ldots, N) \) of a set of \( N \) reference systems, to the \( J \) nuclear data as matrix \( S_B \).

**Features of a recent statistical data adjustment (Ref. 9)**

A recent example of the use of a statistical adjustment method in order to reduce the uncertainties of key design parameters has been reported in Ref. 9. With respect to numerous past adjustment studies, the study of Ref. 1 presents a number of significant features:

- Use of science-based correlation matrices
- A new large scale effort, focussed on innovative systems (core and fuel cycle), accounting for a wide international integral data base
- A better understanding of experiment “representativity”, of the range of applicability and extrapolation of the adjusted data and of the residual uncertainties on design integral parameters
- A better understanding of the use of the outcome of the “adjustment” (e.g. a-posteriori correlations)
- Improved/redundant calculation methods for the analysis to avoid as far as possible systematic errors

Moreover, the selected integral experiments meet a series of requirements:

a) low and well documented experimental uncertainties;
b) enabling to separate effects (e.g., capture and fission);
c) allowing validating global energy and space dependent effects.

In particular, irradiation experiments have been used to cope with requirement b) and use of “representative experiments”, i.e. experiments that have close enough sensitivity coefficients with respect to the reference system, in order to comply with requirement c)

Finally, specific spatial effects are singled out with appropriate experiments (e.g. experiments with or without blankets)

This preliminary study was performed in four bands of energy: 20 MeV, 0.5 MeV, 67 keV, 2 keV. The results have been discussed in detail in Ref. 1. For the purpose of the present paper, we will discuss only one aspect, i.e. the a posteriori covariance matrix.

**A posteriori correlations**

An interesting feature of a statistical adjustment is the “a posteriori” covariance matrix that is associated both to the integral experiments and to the multigroup data after adjustment. In the specific case of the adjustment study documented in Ref. 9, the a posteriori correlations for the integral experiments (originally considered fully not-correlated), underline very plausible not-zero correlations among the criticality of experimental configurations with similar fuel compositions (i.e. similar U/Pu ratios) and significant correlations among irradiation experiments and criticality, in particular as anti-correlations between experiments allowing to measure the integral capture rate of U-238 and the criticality of configurations with a U/Pu ratio ~5 (Ref. 9).

As for the new correlation matrix associated to multigroup cross sections, apart from a significant decrease of most variance data, the adjustment method indicates some modifications of the original correlation coefficients that need a careful investigation. As examples, we show in Tables 1 and 2 both the original and the new correlation factors in the case of Pu-238 and of Pu-240 capture data.

In both cases very significant modifications are proposed, introducing in some cases anti-correlations instead of correlations, or even introducing inter-isotope and reaction correlations.
Table 1. New correlation coefficients for the Capture cross section of Pu-240 in energy groups 2, 3 and 4. Original correlation coefficients are shown in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma^2_c (\text{Pu-240})$</th>
<th>$\sigma^3_c (\text{Pu-240})$</th>
<th>$\sigma^4_c (\text{Pu-240})$</th>
<th>$\sigma^1_t (\text{Pu-241})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_c (\text{Pu-240})$</td>
<td>1.0</td>
<td>0.53</td>
<td>-0.16</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.97)</td>
<td>(0.0)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>$\sigma^3_c (\text{Pu-240})$</td>
<td>1.0</td>
<td>-0.17</td>
<td>0.32</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>$\sigma^4_c (\text{Pu-240})$</td>
<td></td>
<td>1.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0)</td>
</tr>
</tbody>
</table>

Table 2. New correlation coefficients for the capture cross section of Pu-238 in energy groups 2, 3 and 4. Original correlation coefficients are shown in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma^2_c (\text{Pu-238})$</th>
<th>$\sigma^3_c (\text{Pu-238})$</th>
<th>$\sigma^4_c (\text{Pu-238})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_c (\text{Pu-238})$</td>
<td>1.0</td>
<td>-0.24</td>
<td>-0.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.84)</td>
<td>(0.67)</td>
</tr>
<tr>
<td>$\sigma^3_c (\text{Pu-238})$</td>
<td>1.0</td>
<td>-0.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.81)</td>
<td></td>
</tr>
<tr>
<td>$\sigma^4_c (\text{Pu-238})$</td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
</tbody>
</table>

The new correlation factors as shown in these tables are probably related to the (very broad) multigroup energy structure used in that adjustment exercise. In any case, any new proposed correlation should be investigated carefully, in order to assess their reliability.

**A new frontier: the consistent method**

The major drawback of the classical adjustment method is the potential limitation of the domain of application of the adjusted data since adjustments are made on multigroup data, and both the multigroup structure and the code used to process the basic data file are significant constraints.

It can be improved by “adjusting” physical parameters and not multigroup nuclear data. As indicated above, the objective is now to correlate the uncertainties of some basic parameters that characterize the neutron cross section description, to the discrepancy between calculation and experimental value for a large number of clean, high accuracy integral experiments.

In the past a few attempts were made [10, 11] to apply a consistent approach for improving basic nuclear data, in particular to inelastic discrete levels and evaporation temperatures data of Fe56 for shielding applications, and resolved resonance parameters (e.g. g and total widths, peak positions etc.) of actinide isotopes. Although these efforts demonstrated the validity of the approach, they clearly indicated a major drawback related to the way of getting the sensitivity coefficients. Thanks to the introduction of innovative and efficient method to compute sensitivity coefficients [12] a consistent data assimilation approach becomes practical and feasible.

As added value, the information gained in the consistent data assimilation and the resulting new covariance data can be effectively used by nuclear data evaluators as feedback and indication on where and which data (model parameters) need to be improved, within well established uncertainty limits and well understood correlations.

**Strategies towards consistent data assimilation.**

Two strategies leading to the consistent data assimilation are considered.

The first one makes use of the product of explicit sensitivity matrices so that the sensitivities of integral experiments to fundamental parameters $p_k$ are defined as:

$$\frac{\Delta R}{\Delta p_k} = \sum_j \frac{\Delta R}{\Delta \sigma_j} \times \frac{\Delta \sigma_j}{\Delta p_k}$$
where \( R \) is an integral reactor physics parameter (e.g. \( k \text{eff}, \) reaction rates, reactivity coefficient, etc.), and \( \sigma_j \) a multigroup cross section and \( p_k \) are the basic parameters and \( \sigma_j \) are the cross sections (the \( j \) index accounts for isotope, cross section type and energy group).

In general to compute \( \sigma_j \) one can use EMPIRE (Ref. 13) with an appropriate set of parameters \( p_k \) to generate first an ENDF file for that specific isotope and successively to use NJOY, to obtain multi-group cross sections or continuous energy files for Monte Carlo transport calculations. One can then compute the variation of the cross sections \( \Delta \sigma_j \) resulting from a variation of each individual parameter \( p_k \) variation.

These calculations would cover the needs of a large number of adjustments, using several experimental configurations and several integral experiments (e.g. \( k \text{eff}, \) spectral indexes, reactivity coefficients etc) in each configuration. In fact, the sensitivity coefficients:

\[
\frac{\Delta R}{\Delta \sigma_j}
\]

would be provided by reactor physics calculations, using the standard Generalized Perturbation Theory.

The second strategy invokes a Monte Carlo method to produce sensitivity of the integral reactor parameters to the nuclear reaction model parameters directly without approximations. For each random set of model parameters, a full chain of calculations will be performed starting with reaction modelling with EMPIRE, ENDF formatting, NJOY processing and transport calculations with the MCNP code.

The Efficient Subspace Method (ESM, Ref. 12) can be used to optimize number of necessary histories. For example, each run of MCNP corresponding to a specific experiment, will produce the calculated integral parameters to be compared with the experimental results. Since the sensitivity matrix is expected to be ill-conditioned, i.e. low-rank, ESM will take advantage of that by minimizing the number of required MCNP runs.

To ensure that the integral parameters statistical uncertainties estimated by MCNP are uncorrelated with uncertainties originating from fundamental parameters uncertainties, a variance reduction technique will be employed.

Moreover, a rank revealing decomposition, e.g. singular value decomposition (SVD), of the fundamental parameters covariance matrices will be performed, such that the number of perturbations required will be proportional to the rank of the covariance matrix rather than the number of fundamental parameters as in strategy #1.

This procedure will be repeated for all isotopes of interest and the reduction in computational cost relative to strategy #1 will be proportional to:

\[
\frac{\sum_{i=1}^{N} r_i}{\sum_{i=1}^{N} k_i}
\]

where \( r \) and \( k \) are the rank and dimension of the \( i \)th isotope covariance matrix, respectively.

**Cross section evaluation**

The first step in both strategies will be generation of an ENDF evaluation provided completely by the EMPIRE calculations.

To this end, an appropriate set of model parameters \( p_k \) have to be found out such that when used in EMPIRE, it provides a full set of cross sections, which reproduce experimental data close enough. In the case of a trustworthy ENDF/B-VII.0 evaluation (e.g., major actinides) one may choose to substitute experimental data with the ENDF/B-VII.0 cross sections. At this stage point-wise cross sections, cross section covariances, and, the most important, a set of model parameters along with their covariances are obtained.

11,000This set of parameters contains all needed knowledge regarding the material – when combined with the EMPIRE code it defines all relevant observables and their covariances, constrained by the considered microscopic experiments and nuclear reaction models used in the calculations.
Proposed test of the method
The provisional list of isotopes (~25) of interest is:
Fe-56; Fe-54 …; Cr-52 … ; Ni-59 … ; Na-23; (O-16; C-12)
U-235; U-238; Pu-238; Pu-239; Pu-240; Pu-241; Pu-242
Am-241 ; Am-242 ; Am-243; Np-237; Cm-242; Cm-244; Cm-245

As far as tests, the following strategy is envisaged, with an increasing degree of complexity:

- Apply the method to the analysis of a neutron propagation experiment in a single-isotope medium (e.g. adjustment on a single structural isotope, e.g. Na).
- Apply the method to the analysis of the JEZEBEL plutonium sphere experiment (adjustment on a single fissile isotope: Pu239).
- Apply the method to the analysis of the ZPR-6 Assembly 6A critical experiment (see e.g. Ref. 9). The use of this experiment with U-235 fuel, will allow an adjustment on a limited number of fissile and structural isotopes (~10).

Conclusions
To meet future system design tight accuracy requirements (for safety, economics, optimization etc), extensive uncertainty quantification and robust validation methods are needed.

In this context, beside the performance of few selected differential experiments with very high experimental accuracy, the use of

- data covariances,
- clean integral experiments,
- modern sensitivity methods and
- a new method of basic parameters statistical adjustment,

allows to envisage not only to reduce uncertainties but also to dramatically enlarge the domain of validation of the next generation of improved basic nuclear data files.
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Abstract: A neutron transport benchmark experiment has been conducted on the fluoride-salts/graphite core module that simulates the blanket of SPHINX nuclear transmutation system. The p(19 MeV)+Be external neutron source of the NPI Řež cyclotron U-120M was placed in the front of the input surface of the module. The dosimetry-foil method was used for reaction-rate measurement at different position on the module surface. The neutron energy range from 1 to 18 MeV has been investigated using the (n,2n), (n,n') and (n,α) threshold reactions on Au, In and Al dosimetry foils. The epithermal energy region was investigated and qualitatively discussed as well using (n,γ) dosimetry reaction on Au and In. The calculation of reaction rates using the MCNP4a code with ENDF/B-6 neutron cross-section data library have been carried out and compared with measurement at fast-neutron energy region. Some aspects of present neutron transport benchmark are discussed in details.

Introduction

The SPHINX project [1] is dealing with a solution of some principle problems of a very promising way of nuclear waste treatment by means of transmutation of radionuclides by use of a nuclear reactor with liquid fuel based on molten fluorides, which might be a subcritical system driven by a suitable neutron source. Because of the fundamental different dynamics and dissimilar settlement it is necessary to study a model of blanket in variant neutron fields (thermal and in few MeV region). The current status of the experimental program performance has been focused upon the irradiation of samples of molten-salt system as well as structural materials proposed for the blanket of the SPHINX transmutor in the field of high neutron flux of research reactor and external neutron field as well. The reliability of computerized simulation depends on neutron cross-section data whose are occasionally incomplete or hagridden by errors and dispersion of particular experiments.

The experience from the reactor physics shows that suitable analysis model suffers to perform experiments with relatively small geometry of reactor make-up. Actually there is not large difference for critical or non-critical settlement in the simulation. The integral test of neutron database and simulation calculation of neutron response of model settlement blanket reactor (on the bases of fluoride salts) on the neutron field from external source was performed using of the U120M cyclotron-based neutron facility. The calculation of reaction rates using the MCNP4a code with ENDF/B-6 neutron cross-section data library have been carried out and compared with the measurement at fast neutron energy region.

Experiment

Module of the blanket

The module is assembled of six graphite hexagons surrounding the central one which contains the LiF(60%)+NaF(40%) fluoride mixture. In the centre of each external hexagon the cylinders of the 60 mm diameter are located which also contain fluoride-salts - see Figure 1. All components are shouldered by aluminium case of 5 mm thickness. The length of the module is 600 mm.

Cyclotron based external neutron source

The reaction ^9Be(p,xn) with the proton incident energy E_p=19.08 MeV on thick beryllium target was chosen because of the energy limit (20 MeV) of the data file in MCNP4a code. The reaction data were taken from the accurate experiment performed at PTB Braunschweig [2]. The angular distribution of spectral yield of the ^9Be(p,xn) reaction is shown in Figure 2.
Figure 1. The view on the front (input) side of the module.

Figure 2. The angular distribution of the spectral yield of $^7$Be(p,xn) reaction with initial proton energy of 19.08 MeV [2].

Experimental set-up
The front side of the module was located in the 23 cm distance from the neutron source target. The axially symmetrical module and beam line were sited on the identical axis. The module was irradiated by neutrons from Be(p,xn) source of about 18 hours with almost stable proton current of about 8 μA. Beam current was registered and stored in PC to restore history. The response of module to the external neutron field in the neutron energy range from 1 MeV to 18 MeV was investigated using the (n,2n), (n,n') and (n,α) threshold reactions on a set of Au, In and Al dosimetry foils – Table 1. Consequently, during the irradiation, the assembles of dosimetry foil set (diameter 12 mm) were situated in 2, 8.8, 15.5, 25.5 and 32.7 cm radial distance from axial axis on the front and back side of the module, respectively.

Determination of experimental reaction rates
The gamma-rays from the irradiated foils were measured repeatedly by two calibrated HPGe detectors of 23 and 50 % efficiency and of FWHM 1.8 keV at 1.3 MeV. Activated isotopes were identified on the basis of $T_{1/2}$, $\gamma$-ray energies and intensities (Table 2). The experimental reaction rates (RR) were calculated from the specific activities corrected to the decay during irradiation.

Table 1. Dosimetry reaction for energy region 1 – 18 MeV

<table>
<thead>
<tr>
<th>Foil</th>
<th>Reaction</th>
<th>Energy region</th>
</tr>
</thead>
<tbody>
<tr>
<td>In</td>
<td>$^{115}$In(n,n')$^{115m}$In</td>
<td>3-11 MeV</td>
</tr>
<tr>
<td>Al</td>
<td>$^{27}$Al(n,α)$^{24}$Na</td>
<td>8-18 MeV</td>
</tr>
<tr>
<td>Au</td>
<td>$^{197}$Au(n,2n)$^{196}$Au</td>
<td>12-18 MeV</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of dosimetry foils.

<table>
<thead>
<tr>
<th>Isotop</th>
<th>$T_{1/2}$</th>
<th>$E_\gamma$[keV]</th>
<th>$I_\gamma$[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{115}$In</td>
<td>4.486 h</td>
<td>336.24</td>
<td>45.63</td>
</tr>
<tr>
<td>$^{27}$Na</td>
<td>14.96 h</td>
<td>1368.63</td>
<td>99.94</td>
</tr>
<tr>
<td>$^{196}$Au</td>
<td>6.183 d</td>
<td>355.68</td>
<td>87</td>
</tr>
</tbody>
</table>

Simulation
The simulation was made by MCNP4a code (Monte-Carlo method utilizing the ENDF/B-6 [3] database). The MCNP4a code cannot simulate analytically neutron sources produced by charged particle reactions. Therefore the tabulated data of the spectral neutron yield from source reaction p(19MeV)+Be [2] were used as the input in a simulation of external neutron field in the space of the module. In the calculations, the neutron source was considered as point-like, the number of simulated neutron events was $10^7$. Due to the missing neutron yield
data below 0.9 MeV, the model calculation was carried out for fast neutron energy region only neglecting the contribution of epithermal neutrons in the source reaction and from room background as well.

**Discussion and Conclusion**

**Test of neutron source simulation**

To test the neutron source flux at the front of the module and to verify the simulation procedure, the set of foils was located at the same positions that were then repeated for measurement under presence of module. The calculated RR were normalized to measured RR of the $^{27}\text{Al}(n,\alpha)^{24}\text{Na}$ reaction at the first position (2 cm radial distance). The Figure 3 shows the yield data are well reproduced for the first three positions (correspond to the angle 5°, 21° and 34°) but reflect a systematical overestimate (10-20%) for the position 48° and 55°, which results from a large angular gap in tabulated p+Be data in this angular region. Analytical interpolation procedure for more reliable simulation of source is now under progress.

![Figure 3a. The radial distribution of the reaction rates of the $^{27}\text{Al}(n,\alpha)$ reaction initiated by neutron flux of the p+Be source. The measured and simulated data are shown.](image)

![Figure 3b. The ratio of simulated to experimental reaction rates for the $^{27}\text{Al}(n,\alpha)$ and $^{197}\text{Au}(n,2n)$ reactions. The data are normalized to the experimental reaction rate of the $^{27}\text{Al}(n,\alpha)^{24}\text{Na}$ for the first position (2 cm radial distance).](image)

**The neutron response of the module**

About two-order difference in measured neutron flux at entry and exit surface of the module was measured with high statistical accuracy (< 10 %) comparable to the accuracy of simulating calculations.

Neutron field measured on the entry side of module corresponds to composed contribution from the source and from secondary emitted neutrons. Secondary neutron flux determined from the ratio of module -in and -off measurements stands for 5-10 % and 25-50 % of primary.

![Figure 4a. The distribution of the reaction rates of the $^{197}\text{Au}(n,2n)$ reaction measured on the front side of the module.](image)

![Figure 4b. The distribution of the reaction rates of the $^{197}\text{Au}(n,2n)$ reaction measured on the back side of the module.](image)
field at higher and lower energy part of investigated energy region, respectively. This ratio which is less affected by non-complete describing of source-yield data at large angles is in good agreement with simulating calculations. Within the statistics of (2 - 3 $\sigma$), the systematic deviation of measured and calculated reaction rates at exit surface of module is observed. This difference could be accepted as the benchmark test of data files, computing procedure and projected configuration of the module unless the reliable interpolation procedure for complete simulation of source neutron flux is carried out.
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Abstract: We measured the neutron cross-sections of various threshold reactions using different quasi-monoenergetic neutron sources in the range 20 – 100 MeV. Our motivation comes from the "Energy plus Transmutation" project (E+T), at which Au, Al, Bi, In and Ta activation detectors are used, but almost no experimental cross-section data for observed threshold (n,xn) reactions are available at neutron energies above 20 MeV.

We prepared a few studies to measure the (n,xn) cross-sections using the neutron sources on NPI ASCR cyclotron in Řež and on TSL cyclotron in Uppsala (EFNUDAT program). Quasi-monoenergetic neutrons from p+Li reaction irradiated above mentioned foils and iodine samples (also used at “E+T” experiments). The experiments were already carried out at NPI with 20 and 25 MeV protons, next irradiations are planned for near future to cover whole available neutron energy region (10 - 37 MeV) from this source. In June 2008, measurements at TSL were carried out with proton energies 25, 50, and 100 MeV. Methodology of the measurements and first results are presented in detail.

Motivation

Our motivation for the cross-section measurements comes from the "Energy plus Transmutation" project [1] being performed at JINR Dubna. In this international project we use the neutron activation foils for measurements of the high energy neutron field, which is produced during the proton or deuteron irradiation of a thick lead target surrounded by a natural uranium blanket. Au, Al, Bi, In, and Ta foils are used as activation neutron detectors, but unfortunately almost no experimental cross-section data for most of observed threshold (n,xn) reactions are available for higher neutron energies.

State-of-the-art of the neutron cross-section libraries

The present status of knowledge of cross-sections for the (n,xn) reactions is poor. Fig1 and 4 show measured (from EXFOR [2]) cross-sections for (n,xn) reactions in Bi and Au.

Figure 1. Neutron cross-section for the Bi (n,xn) threshold reactions. Data are from the EXFOR [2].

In the case of bismuth, reactions from (n,4n) until (n,12n) were measured already (Figure 1.), but there are values from one experiment only [3]. There are no evaluated data available. In
the case of gold, only \((n,2n)\) reaction was measured in detail and by more authors (Figure 4. left), \((n,4n)\) reaction was measured only for small neutron energies (Figure 4. right). Other \((n,xn)\) reactions were not studied at all. The situation for Al, In, and Ta is similar to Au. Therefore, it is still necessary to perform new cross-section measurements to fill in the gaps and estimate possible systematic errors at already measured values.

**Cross-section measurements**

For cross-section measurements by the means of activation analysis one need firstly a good high energy neutron source with quasi-monoenergetic well known spectrum. Due to low cross-section values and limited weight of the samples these sources must furthermore be quite intensive. This reduces the number of suitable neutron sources to few in whole world. For measurements of activated samples one need a spectroscopic laboratory with \(\gamma\) and X-Ray detectors of suitable resolution. Finally, wide range of spectroscopic corrections must be applied.

**Cross-section estimation**

During planning of the irradiation it is necessary to have at least some knowledge about the possible cross-section course and values. We calculated the threshold energies (Figure 2.) and roughly estimated the course of cross-sections. It is necessary to stress that these \(E_{\text{thresh}}\) are only illustrative and \(\sigma(E)\) reaches its maximum at energy about 10 MeV bigger than \(E_{\text{thresh}}\) and can have important influence even at energy of 20 MeV bigger, see for example Figure 1. For most of the isotopes it was possible to make a convolution of evaluated (estimated) cross-sections and neutron spectra. We roughly calculated yields of most isotopes and with the knowledge about the detector efficiency we planned the weights of the foils in order to get enough activated nuclei.

**Figure 2.** The threshold energies of \((n,xn)\) reactions in Au, Bi, In, Ta. The values of threshold energies were calculated as the difference between outgoing and incoming particles masses (using mass excesses values from [4]).

**Neutron sources**

In the frame of the EFNUDAT program [5] we performed cross-section measurements at The Svedberg Laboratory (TSL) in Uppsala. In this laboratory quasi-monoenergetic 11 - 175 MeV neutron source based on the \(^7\text{Li}(p,n)^7\text{Be}\) reaction is available [7]. High energy protons from the cyclotron at TSL are directed to a thin, lithium target, the neutron flux density can be up to \(5\times10^5\) \(\text{cm}^{-2}\text{s}^{-1}\). The half of intensity is in the peak with FWHM = 1 MeV (corresponds to the ground state and first excited state at 0.43 MeV in \(^7\text{Be}\)) and half of intensity is in continuum in lower energies (corresponds to higher excited states, multiple-particle emission etc.) Fig4-left. Proton energy loss in the target amounts to 2-6 MeV depending on the incident beam energy and target thickness. Downstream the target, the proton beam is deflected by a magnet and guided onto a graphite beam dump. The neutron beam is formed by an iron collimator (50 cm in diameter and 100 cm long) with a hole of variable size and shape.

Second neutron source that we use is in Nuclear Physic Institute – Academy of Sciences of the Czech Republic in Rež. Protons from the cyclotron are directed to the lithium target and quasi-monoenergetic neutrons in the range 10 – 37 MeV can be produced (Figure 4.-right).
Yield of produced isotopes

We used Au, Al, Bi, In, I and Ta samples. Materials were except the iodine in form of foils with dimensions of 20x20x0.05-1 mm³, weights of the foils were from 0.2–7 grams depending on the foil type and beam energy. Foils were wrapped in paper to avoid isotope transport between foils and detector contamination. Iodine samples were in form of solid KIO₄ tablet packed hermetically in plastic. Samples were irradiated by neutrons in Uppsala with proton beam energies 25, 50, and 100 MeV and in Řež with proton beam energies 20 and 25 MeV. Typical irradiation time was 8 hours, transport from the irradiation hall to the spectrometer took approximately 2 minutes in Uppsala, 10 minutes in Řež.

After irradiations, activated foils were measured on HPGe detectors in Uppsala and Řež. Gained gamma-spectra were evaluated in the DEIMOS-32 code [6]. Yields of observed isotopes were calculated according to equation (1) (scaled to one gram of target material). We applied various spectroscopic corrections to catch up all possible systematic errors. Beside the standard ones we included following corrections: the self absorption correction was determined to be in extreme case up to the factor of 2 because of big thickness of some foils and low energy of some γ-lines (at most cases typically 1.05). Square-emitter correction was determined with the help of MCNPX to be up to the factor of 0.96 because of the close detector geometry.

\[
N_{\text{yield}} = \frac{S_p \cdot C_{abs} (E)}{I_\gamma \cdot e_p (E) \cdot Coi \cdot C_{area}} \cdot t_{\text{real}} \cdot \frac{1}{t_{\text{live}}} \cdot m_{\text{foil}} \cdot e^{(-\lambda t_{\text{irr}})} \cdot \left( 1 - e^{(-\lambda t_{\text{irr}})} \right)
\]

(1)

With the knowledge of yield we calculated cross-section value \( \sigma = \frac{N_{\text{yield}} \cdot S \cdot A}{N_p \cdot N_A} \) for respective beam energy (S – foil area, A – molar weight, \( N_p \) – number of neutrons in peak, \( N_A \) - Avogadro’s number). This was purposeful only for such isotopes, where most of their amount was produced by the peak neutrons (isotope production by the background neutrons is zero or could be neglected).

Preliminary results

Irradiations in Řež took place on the 17. May and the 8. August 2008, irradiations in Uppsala were in days 23.–25.6 2008. Up to now we have determined basic yields without some corrections and we are starting to calculate the cross-sections.
Well-known $\sigma(E)$ for $^{197}\text{Au}(n,2n)^{196}\text{Au}$ will be used to check if we get appropriate results. When we divide the yield of $^{196}\text{Au}$ only by the number of neutrons in the main peak, we get the results like in Fig6-left ($^{196}\text{Au}$ production by the background neutrons cannot be fully neglected), but we are still near to EXFOR data. On the other hand, $^{194}\text{Au}$ is produced only by neutrons from the peak and its value corresponds with the EXFOR data very well (Fig6-right). These results are only tentative!

**Conclusion**

During the “Energy plus Transmutation” project we realized there are significant voids in the cross-section libraries of $(n,xn)$ threshold reactions. We performed a few experiments, in which we measured $(n,xn)$ cross-sections at Au, Al, In, Bi, Ta, and I under the neutron energies 20, 25, 50, and 100 MeV. Preliminary results show we are close to the known cross-section values, but the data processing is still in progress. In the future we will continue with these measurements to cover whole available energy interval of used neutron sources.
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Abstract: Accelerator mass spectrometry (AMS) represents a powerful technique with excellent sensitivity for the detection of long-lived radionuclides through ultra-low isotope ratio measurements. Research activities using AMS cover a wide variety of domains, e.g. 14C-dating, geological, biomedical applications, environment and climate studies, and also nuclear physics related measurements.

The Vienna Environmental Research Accelerator (VERA) represents a state-of-the-art AMS facility active in a wide range of such applications. In particular, a substantial part is devoted to nuclear physics and astrophysics applications. AMS being independent on half-lives offers a powerful technique for such investigations. The measurement of neutron and proton capture cross-sections has become one main research topic at VERA. Various samples have been irradiated for that purpose. After the activation the amount of longer-lived radionuclides was quantified using the technique of AMS. In a fusion environment particularly long-lived activation products may lead to significant long-term waste disposals. For such nuclides production cross-sections and induced activities are key parameters for safety and design analyses. The quantification of actinides via AMS is not affected by isobaric molecular interferences. Different kinds of sources producing actinides are reflected in different signatures of e.g. Pu isotopes, like isotopic ratios and concentration levels. This information allows to identify human activity and to reconstruct its neutron history in environmental samples. Also, AMS is applied for searching for feeble traces of long-lived radionuclides as signatures of recent close-by supernova explosions.

An overview on recent research activities at VERA with respect to nuclear physics and nuclear astrophysics is presented. In addition, the actual detection limits for long-lived radionuclides are given.

Technique of Accelerator Mass Spectrometry

Accelerator mass spectrometry (AMS) is a mass-spectrometric technique based on a tandem-accelerator, commonly used for quantifying long-lived radionuclides within a wide range of applications [1,2]. AMS has been utilized for the measurement of minute concentrations of isotopes over the whole mass range and is characterized by a low measurement background and high detection efficiency. In contrast to other mass spectrometric techniques, like e.g. ICP-MS, AMS is not affected by isobaric molecular interferences.

In most cases, negatively charged ions are produced in a Cs-sputter source. To this end, solid sputter targets have to be produced from the sample to be analyzed by AMS (new developments use also gaseous samples for 14C applications). The typical sample masses are of the order of mg per sputter sample. The sample material itself is used up during the measurement. Negative ions are pre-accelerated, energy- and mass-selected by passing an electrostatic deflector and an injection magnet, respectively. The ions are injected into a tandem accelerator. At the terminal a gas or foil stripper is utilized to strip-off electrons. The negatively charged ions then leave the accelerator positively charged after being accelerated a second time. With the stripping process, molecules are destroyed and only atomic particles with different charge states are produced. A second analyzing magnet is used to select a specific positive charge state. VERA is based on a 3-MV tandem accelerator, which produces particle energies between 10 and 25 MeV.

Currents are measured for stable isotopes with off-line Faraday cup (see Fig. 1) positioned at both sides, the low-energy side after the mass-selective injection magnet (e.g. 209Bi or 12C and 14C), and after the analyzing magnet (209Bi5+ or 12C3+ and 14C3+). The radionuclides are directly counted with a particle detector (count-rate of 210Bi7+ or 14C5+). AMS provides isotope
ratios, the count-rate ratio of radionuclide and stable isotope (e.g. $^{210}\text{Bi}/^{209}\text{Bi}$, $^{14}\text{C}/^{12}\text{C}$ or $^{14}\text{C}/^{13}\text{C}$) with current and count-rate measurements performed sequentially.

**Figure 1.** Schematic layout of the VERA facility. Currents of stable ions are measured in sequential mode with Faraday cups positioned after the injection magnet (low-energy section, negative ions) and after the analyzing magnet (high-energy section, positive ions). Various detectors are available for counting rare isotopes (detectors A to D): The heavy-ion beamline (which is also used for $^{236}\text{U}$ and $^{210}\text{Bi}$-detection) consists of time-of-flight (TOF) detectors and an ionization chamber (E).

In contrast to other mass-spectrometric techniques, the acceleration and the stripping process leads to the destruction of molecular isobars. With the use of the second mass spectrometer at the high-energy side, the beam is free of molecular interference (the molecule $^{209}\text{BiH}$ is destroyed and break-up products are deflected by the second magnet when measuring the radionuclide $^{210}\text{Bi}$).

Isotopic interference is still possible due to charge-exchange reactions in the residual gas (e.g. "leaking" $^{209}\text{Bi}$ in case of $^{210}\text{Bi}$ detection, i.e. $^{209}\text{Bi}$ is injected as $^{209}\text{BiH}$ into the tandem, charge exchange at the high-energy side allows the break-up product $^{209}\text{Bi}$ to enter the particle detector although the setup is tuned for mass 210). Such interferences are strongly reduced by additional filters. At VERA a Wien-filter, a double-focusing electrostatic analyzer and additional magnetic deflectors are available for this purpose. However, a finite number of isotopic background particle still enter the detector. Time-of-flight (TOF) technique is applied to discriminate isotopic interferences: different masses with the same energy (constricted by the preceding filters) are distinguished by their different flight time.

Atomic isobars (e.g. $^{210}\text{Po}$ is the isobar to $^{210}\text{Bi}$) cannot be removed from the beam by selective filtering. However, further reduction of isobaric and isotopic interferences for lower masses can be achieved by a dedicated particle detection system. The different energy-loss of isobars is utilized for that purpose: The now widely-used silicon nitride membranes (SiN) offer an unprecedented homogeneity. New developments in compact ionization chambers with significantly improved energy resolution, allow a substantial reduction of isobaric interferences.
The typical isotope ratios in AMS are between $10^{-11}$ and $10^{-16}$, depending on the radionuclide under investigation. This ultra-sensitivity allows quantifying natural concentrations of long-lived radionuclides in our environment (the natural concentration of $^{14}$C, $^{14}$C/$^{12}$C = $1.2 \times 10^{-12}$). It is also this dynamical range, which makes AMS a versatile tool for many applications. The detection limit in most cases is given by the machine or sample-background signal registered with the particle detector and varies strongly with the specific radionuclide measured. Together with samples of unknown isotope ratios, reference materials with well-known ratios are measured in periodic intervals as well. They serve as standards to check long-term drifts of the beam transmission through the beamline and provide the absolute scaling factor for the final ratios. Another important parameter is the overall-efficiency, i.e. the fraction of particles detected relative to those available in the sputter sample. It depends on the negative ion formation probability and the transmission of the particles through the AMS facility up to the particle detector and varies strongly for different isotopes, and ranges between $10^{-4}$ and up to 10% (see Table 1).

Table 1. Basic features of some radionuclides measured at VERA

<table>
<thead>
<tr>
<th>Radionuclide</th>
<th>Half-life (yr)$^1$</th>
<th>Overall efficiency$^2$</th>
<th>Detection limit$^3$</th>
<th>Precision</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{10}$Be</td>
<td>$(1.36 \pm 0.05) \times 10^6$</td>
<td>$&gt; 1 \times 10^{-3}$</td>
<td>$&lt; 10^{-15}$</td>
<td>$&lt; 2 %$</td>
<td>isobar $^{10}$B</td>
</tr>
<tr>
<td>$^{14}$C</td>
<td>$(5730 \pm 40)$</td>
<td>$1 \times 10^{-1}$</td>
<td>$&lt; 3 \times 10^{-16}$</td>
<td>$&lt; 0.5 %$</td>
<td>no stable isobar$^*$</td>
</tr>
<tr>
<td>$^{26}$Al</td>
<td>$(0.71 \pm 0.02) \times 10^6$</td>
<td>$3 \times 10^{-4}$</td>
<td>$&lt; 6 \times 10^{-16}$</td>
<td>$&lt; 1.0 %$</td>
<td>no stable isobar$^*$</td>
</tr>
<tr>
<td>$^{36}$Cl</td>
<td>$(3.0 \pm 0.02) \times 10^5$</td>
<td>n.m.</td>
<td>$&lt; 10^{-13}$</td>
<td>2-5 %</td>
<td>isobar $^{36}$S</td>
</tr>
<tr>
<td>$^{41}$Ca</td>
<td>$(1.03 \pm 0.05) \times 10^5$</td>
<td>n.m.</td>
<td>$&lt; 10^{-13} / 10^{-15}$</td>
<td>2-5 %</td>
<td>isobar $^{41}$K CaF$_2$/CaH$_2$</td>
</tr>
<tr>
<td>$^{55}$Fe</td>
<td>$(2.73 \pm 0.03)$</td>
<td>n.m.</td>
<td>$&lt; 1 \times 10^{-15}$</td>
<td>$&lt; 2 %$</td>
<td>no stable isobar$^*$</td>
</tr>
<tr>
<td>$^{129}$I</td>
<td>$(15.7 \pm 0.4) \times 10^6$</td>
<td>$1 \times 10^{-2}$</td>
<td>$2 \times 10^{-14}$</td>
<td>2 %</td>
<td>no stable isobar$^*$</td>
</tr>
<tr>
<td>$^{182}$Hf</td>
<td>$(8.90 \pm 0.09) \times 10^6$</td>
<td>$1 \times 10^{-4}$</td>
<td>$1 \times 10^{-11}$</td>
<td>10 %</td>
<td>isobar $^{182}$W</td>
</tr>
<tr>
<td>$^{210m}$Bi</td>
<td>$(3.04 \pm 0.06) \times 10^6$</td>
<td>n.m.</td>
<td>$&lt; 5 \times 10^{-12}$</td>
<td>10 %$^4$</td>
<td>no isobar</td>
</tr>
<tr>
<td>$^{236}$U</td>
<td>$(23.42 \pm 0.03) \times 10^6$</td>
<td>$5 \times 10^{-4}$</td>
<td>$&lt; 2 \times 10^{-12}$</td>
<td>3 %</td>
<td>no isobar</td>
</tr>
<tr>
<td>$^{244}$Pu</td>
<td>$(80.0 \pm 0.9) \times 10^6$</td>
<td>$5 \times 10^{-4}$</td>
<td>--$^5$</td>
<td>3 %</td>
<td>no isobar</td>
</tr>
</tbody>
</table>

$^*$ no stable negatively charged isobar is extracted from the source (e.g. $^{14}$N$^-$ is not stable).  
$^1$ see e.g. Ref. [13]  
$^2$ atoms detected per atoms in sample; ‘n.m.’ means ‘not measured’.  
$^3$ expressed as isotope ratio  
$^4$ detection of $^{210m}$Bi is under development.  
$^5$ $^{244}$Pu background is less than 1 count per hour measuring time.

AMS measurements are performed for radionuclides with half-lives between a few years and up to hundred million years. It reflects that this technique offers a powerful tool through ultra-low isotope-ratio measurements irrespective of half-lives and decay schemes of reaction products. In combination with the very low masses needed, AMS measurements of long-lived radionuclides represents a technique with a much higher sensitivity compared to decay-counting techniques. This can easily be seen from the following calculations: 1 mg of carbon contains $5 \times 10^{19}^{12}$C atoms. At natural levels, the isotope ratio of $^{14}$C/$^{12}$C = $1.2 \times 10^{-12}$ converts into a total of 60 million $^{14}$C atoms in 1 mg carbon. An overall efficiency of 5 percent (see Tab. 1), corresponds to a total of 3 million $^{14}$C counts in principle to be registered. At natural levels a $^{14}$C count rate of 100 per second is measured with the particle detector in AMS. In order to get a statistical uncertainty of 1% only 100 seconds of counting time are needed. If decay counting is used, and assuming a detection efficiency of 100%, a count rate of $3 \times 10^{-4}$ (i.e. an activity of 0.3 mBq) is measured. To get the same statistical uncertainty, a counting time of...
more than 1 year is needed! To summarize, AMS is orders of magnitude more efficient for long-lived radionuclides compared to decay counting techniques. This is mainly a consequence of the long half-life and the small sample masses needed.

For some radionuclides Table 1 lists basic features of interest in AMS for the specific facility VERA: Their half-lives span a range from 2.7 years ($^{55}$Fe) to 80 million years ($^{244}$Pu). Overall efficiency means the fraction of particles in a sample, which can be counted with the particle detector. The next column in Fig. 1 depicts the detection limit, either determined by isobaric interferences or by the instrumental background. Also listed is the precision of the AMS measurement if not limited by counting statistics.

The dedicated AMS facility VERA provides the ability for quantifying nuclides over the whole mass range [3]. Measured radioisotopes include $^{10}$Be, $^{14}$C, $^{26}$Al, $^{36}$Cl, $^{41}$Ca, $^{55}$Fe, $^{129}$I, $^{182}$Hf, $^{210m}$Bi, $^{236}$U and $^{244}$Pu. AMS facilities based on larger tandems allow to quantify a few additional isotopes in the medium mass range where suppression of isobaric interferences asks for higher particle energies.

### Comparison of AMS with other techniques for cross-section measurements

In particular, well-established data on production-rates and cross sections of long-lived radionuclides are often highly desired. Especially long-lived radionuclides have often been inaccessible to decay counting techniques, e.g. because of low activity or an unfavorable decay scheme. Cross-section measurements can be classified into two complementary techniques: direct and indirect methods. The direct method makes use of the detection of the prompt and characteristic radiation associated with the production of a specific nuclide, or selectively detects the reaction product itself by means of the recoil separator technique. This method is characterized as an on-line technique. A second and independent method makes use of the activation technique, with sample irradiation and subsequent measurement of the reaction product. After the irradiation the number of produced radioactive nuclei can be quantified either by decay-counting or by mass spectrometric methods. This method is mostly restricted to radioactive products; however, it represents a very sensitive technique due to potential long irradiation periods.

AMS represents an independent and complementary method to the above mentioned direct measurements. A comparison of AMS results allows studying systematic contributions to the total uncertainty associated e.g. with direct methods, which otherwise are hard to quantify. In contrast to other mass spectrometric techniques, like e.g. ICP-MS, AMS is characterized by a low measurement background and, most important, it is not affected by isobaric molecular interferences.

### Applications of AMS in nuclear physics and nuclear astrophysics

Improved and highly accurate nuclear data are urgently required for the design of advanced reactor concepts (Gen IV, ADS) or for the design of nuclear fusion devices, like ITER. The determination of cross sections via the combination of the activation technique and AMS represents an important indirect method. Similarly, there is a clear need for more data to support our understanding of nucleosynthesis processes in astrophysical scenarios. One important contribution to the study of nuclear processes occurring in stars can be provided by measurements of nuclear reactions at accelerator based facilities in combination with AMS.

AMS is also used to quantify absolute concentrations of long-lived radionuclides in a bulk material: Concentrations of rare radionuclides in our environment have the potential to provide unique information. The measurement of such radionuclides allows tracing anthropogenic activities or environmental processes. Similarly, spurious amounts of extra-terrestrial input into terrestrial archives can be investigated by AMS. In the following, with a few examples related to nuclear physics and nuclear astrophysics, a sketchy overview of AMS applications in this field is given.

$^{235}$U($n,\gamma$)$^{236}$U – a prime example for actinide measurements

Existing data for the capture channel of $^{235}$U have been measured by time-of-flight techniques via detection of the prompt capture $\gamma$-rays. A major difficulty in these experiments is the safe discrimination against the strong $\gamma$-background from the competing fission channel, therefore those data might suffer from systematic uncertainties. Using AMS, any interference from the fission channel is completely excluded. Activations can be performed with very small samples of natural uranium. This method for measuring the neutron-capture cross section of $^{235}$U has
the advantage that the involved systematic uncertainties are in no way correlated with the uncertainties inherent to the TOF technique. In particular, measurement methods for the detection of the long-lived radionuclides were established at VERA, where suppression of isobars is not required (no stable isobar for $^{236}\text{U}$ detection) [4]. To suppress interference from neighboring masses (isotopic interference by $^{235}\text{U}$ and $^{238}\text{U}$), the resolution of VERA was recently increased, both by improving the ion optics of existing elements and by installing a new electrostatic analyzer after the analyzing magnet. Interfering ions which pass all beam filters are identified with a high-resolution time-of-flight (TOF) system. In collaboration with various neutron-producing facilities, AMS measurements are performed for neutron energies between thermal and 500 keV.

$^{209}\text{Bi}(n,\gamma)^{210m}\text{Bi}$ – of interest for ADS and nuclear astrophysics

The reaction $^{209}\text{Bi}(n,\gamma)$ leading to the short-lived $^{210}\text{Bi}$ ($t_{1/2} = 5$ days) and the long-lived isomer $^{210m}\text{Bi}$ ($t_{1/2} = 3.0$ Myr) is studied at VERA for thermal energies and in the keV energy range. In the design of future high-power spallation sources a eutectic Pb-Bi target is envisaged, also Pb-Bi may be used as a coolant for accelerator driven systems. The neutron capture reactions on Pb and Bi were considered of key relevance for the design of such systems. In addition, the neutron capture reaction $^{209}\text{Bi}(n,\gamma)$ terminates the s-process in nucleosynthesis, because no stable or sufficiently long-lived nuclide can further be produced via slow neutron capture processes (see e.g. [5,6]). Although no stable isobar exists for $^{210}\text{Bi}$, the decay product of $^{210m}\text{Bi}$, $^{210}\text{Po}$ ($t_{1/2} = 138.4$ days), with a much higher negative ionization yield, interferes with $^{210m}\text{Bi}$ in AMS measurements. The low cross-section value requires suppressing efficiently interference from the neighbouring mass $^{209}\text{Bi}$ (like for $^{236}\text{U}$ measurements, see above). Measurements have been started first to investigate the thermal cross section [7].

Neutron-capture reactions in the keV energy range for s-process studies

The measurement of neutron and proton capture cross-sections relevant to nuclear astrophysics has become one main research topic at VERA. This work continuous and adds to previous measurements e.g. performed at Rehovot, Argonne and Munich [8-10]. Various samples have been irradiated for that purpose at Forschungszentrum Karlsruhe [11]. After the activation the amount of longer-lived radionuclides is quantified using the technique of AMS. Examples are $^9\text{Be}(n,\gamma)^{10}\text{Be}$, $^{13}\text{C}(n,\gamma)^{14}\text{C}$, $^{14}\text{N}(n,p)^{14}\text{C}$, $^{40}\text{Ca}(n,\gamma)^{41}\text{Ca}$ and $^{54}\text{Fe}(n,\gamma)^{56}\text{Fe}$ in the neutron energy range from thermal to keV [12,13]. These reactions are of interest in Big-bang nucleosynthesis and in the slow-neutron capture process (s-process) in stars.

Long-lived radionuclides as activation products in a fusion environment

In a fusion environment particularly long-lived activation products may lead to significant long-term waste disposals and radiation damage. Many of these production cross sections are not well-known making it difficult to calculate concentration limits [14]. With the high neutron flux in a fusion reactor also impurities in structure materials may lead to significant or dominating activations. For such nuclides production cross-sections and induced activities are key parameters for safety and design analyses. At VERA a program to measure cross sections for various long-lived radionuclides in the neutron energy range relevant for nuclear fusion is ongoing. Within that program, in collaboration with various neutron-producing facilities (e.g. IRMM Geel, Forschungszentrum Dresden-Rossendorf, Forschungszentrum Karlsruhe), cross sections are measured for reactions like $^{14}\text{N}(n,p)^{14}\text{C}$, $^{27}\text{Al}(n,2n)^{26}\text{Al}$, $^{54}\text{Fe}(n,np+d)^{53}\text{Mn}$, $^{58}\text{Fe}(n,2n)^{56}\text{Fe}$, $^{59}\text{Ni}(n,2n)^{58}\text{Ni}$, etc. for neutron energies from 13 to 20 MeV [15,16].

AMS measurements in environmental samples for nuclear forensic studies

The concentrations of rare radionuclides in our environment have the potential to provide unique information. The measurement of such radionuclides allows tracing anthropogenic activities or environmental processes. Man-made radionuclides will enter the environment via different processes, e.g. from nuclear weapons tests, as accidental local fallout products, from nuclear-fuel reprocessing plants, or from industrial or medical applications. For the trans-uranium elements like plutonium, by far their largest signals stem from artificial sources. Different kinds of origin are reflected in different signatures like isotopic ratios and concentration levels [17,18]. Its detection represents therefore a proper means for proving human activity. Besides $^{238}\text{Pu}$, all other Pu isotopes, i.e. from $^{239}\text{Pu}$ to $^{244}\text{Pu}$, do not suffer from stable isobaric interferences.
Search for long-lived radionuclides as signatures of a recent close-by supernova explosion

Some ten years ago, it was pointed out that some radionuclides produced in a supernova explosion might have been incorporated into terrestrial archives [19]. We continue to explore the AMS detection of very feeble natural traces of such long-lived radionuclides, like $^{244}$Pu ($t_{1/2} = 81$ Ma) and $^{247}$Cm (15.6 Ma). These isotopes may be present on Earth in suitable archives (e.g. deep-sea sediments [20] and deep-sea manganese crusts [21]) as the remnants of supernovae, which happened “close” in space and time (<100 light-years, < 100 million years ago). Such a finding would be of great interest in nuclear astrophysics complementing the recent detection of possibly supernova-produced $^{60}$Fe [22]. The principle of the measurement is similar as for environmental samples. The expected extremely small concentrations makes AMS the favorite method.
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Abstract
The CANDIDE workshop NEMEA-5, Neutron Measurements, Evaluations and Applications, Nuclear data for sustainable nuclear energy was held from 27-29 October 2008 in Ljubljana, Slovenia. These proceedings collect the full papers summarising the contributions to this workshop.
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