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1 Introduction 

1.1 AI Watch for the public sector – Policy context and background 

Overall, the ambition is for Europe to become the world-leading region for developing and deploying cutting-
edge, ethical and secure AI, as well as to promote a human-centric approach in the global context.  

Building on the declaration of cooperation on AI adopted by all EU Member States, Norway and Switzerland on 
10 April 2018 the Communication “Artificial Intelligence for Europe” of 25 April 2018 proposed a European 
strategy in support of this goal. However, only if Member States and the Commission work together, will Europe 
be able to turn vision into reality. Therefore, in its strategy on AI for Europe, endorsed by the European Council 
in June 2018, the Commission proposed to work with Member States to jointly design the Coordinated Plan on 
the Development and Use of Artificial Intelligence Made in Europe. This plan proposes joint actions for closer 
and more efficient cooperation between Member States, Norway, Switzerland and the Commission in four key 
areas: increasing investment, making more data available, fostering talent and ensuring trust.  

The coordinated plan provides a strategic framework for national AI strategies and encourages all Member 
States to develop their national AI strategy, building on the work done at the European level. Strategies are 
expected to outline investment levels and implementation measures, while recognising common indicators to 
monitor AI uptake and development, as well as the success rate of the strategies in place. This will also be 
ensured with the support of the AI WATCH that is a joint initiative of the European Commission’s Joint Research 
Centre and DG CONNECT. 

Within this context, as the use of AI in Public Sector is flourishing across Europe and along trajectories that 
range from incremental to disruptive innovation and from organisational to technical and sometimes radical 
innovation, AI WATCH is devoting a specific focus of analysis on AI for the public sector and in public services. 

AI in fact can contribute to achieve better public services in a variety of ways, for example by enabling smarter 
analytical capabilities and better understanding of real-time processes and delivering shorter and richer 
feedback loops for all levels of governance. AI is assumed to have the potential to increase the quality and 
consistency of services delivered, to improve the design and implementation of policy measures, to allow more 
efficient and targeted interventions, to enhance the efficiency and effectiveness of public procurement, to 
strengthen security, to improve health and employment services and to facilitate the interaction with wider 
audiences. 

The main goal of AI WATCH task on AI for the public sector is to gather information on all EU Member States' 
initiatives on the use and impact of AI in public services and develop a methodology to identify risks and 
opportunities, drivers and barriers of the use of AI. 

More specifically, this task aims to provide an overview of the use and added value of AI tools supporting public 
service delivery by looking at most relevant examples in prioritized public services. Based on the results of the 
analysis the task will draw up recommendations on the way forward for further development of AI based 
systems and solutions in government.  

In doing so it will propose a basic framework for the use of AI in public services, defining guidelines and a 
generic implementation roadmap, based on best practices and the results of the analysis of the re -use potential 
of AI based systems and solutions, identifying also opportunities for collaboration among relevant stakeholders 
from various sectors. 

1.2 Stakeholders engagement and peer Learning – Aims and approach 

The engagement with relevant stakeholders is of particular importance for better understanding the potential 
use and impact of AI for the public sector. Therefore, jointly with DG CONNECT “eGovernment and Trust Unit” 
and with support from DIGIT Interoperability Unit as part of the activities of the ISA2 Programme, the JRC is 
setting up and coordinating relationships with relevant Member States representatives and a pool of experts 
drawn from academia, think tanks and industry working on AI for the public sector.  

Through engaging with experts, stakeholders and Member States representatives as part of the “eGovernment 
Action Plan Steering Board” in a Peer-Learning process, the aim is to gather information that would not be 
possible to collect otherwise and have first-hand knowledge on processes and impact creation, as well as 
identifying suitable case studies for in-depth qualitative and quantitative analysis.  
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On the other hand, Gatis Ozols highlighted that while there are many discussions happening on AI, there is still 
a significant lack of public sector adoption. It is possible that the culture of the public sector makes it trickier to 
use innovations such as AI as a tool for radical innovation, but this is not always a negative point as it keeps 
the required checks and balances for the state in place. He also underlined that as incremental changes with AI 
are easier to implement, Latvia is already using a large amount of Chatbots. However, any form of innovation 
that requires process changes and reorganization, as well as regulatory changes will be more challenging.  

Marieke van Putten explained that in the Netherlands, there are different levels of maturity in AI government 
adoption. While the police might be more advanced in utilizing AI technologies, smaller municipalities might not 
be yet ready. Possibly, there are also policy sectors where privacy constraints are more severe or sectors where 
there are simply more data available to start innovation with AI. However, learning by doing is very important 
in innovation with AI. The application of AI is much more than making a model, but it is more about process 
redesign and understanding feedback loops of data. While a pilot might be a great success, challenges remain 
in scaling it up and ensuring implementation of new solutions. 

The remaining part of the day discussed the proposed outline for developing a methodological approach to 
assess impacts of AI in public services. First, Gianluca Misuraca of JRC, and Gabriela Bodea from TNO 
presented the goals, aims and planned tasks of the AI WATCH activity to develop a proposed methodology to 
assess the social and economic impacts of the use of AI, and the support study that TNO is conducting for JRC. 

As an example, Patrick Eckemo , Director, Digital 
Transformation Agency, Sweden, shared insights on the 
methodological approach developed in Sweden to assess 
the current use and potential impacts of AI in the country. 
While there are great benefits to be gained from using AI, 
not all actors have the resources to start using AI and this 
creates the need to understand whether the investments 
in AI for government will have a return on their costs. 
Based on their first analysis, it is possible that AI will bring 
over 14 billion euros of benefits to the Swedish economy, 
while the current estimation is that 2% of the government 
budget could be saved due to AI. 

The event ended with closing remarks by Fabiana Scapolo, Head of the Foresight Centre of Competence of 
the JRC at the EU Policy Lab and a presentation by Gianluca Misuraca of the next steps of the AI Watch research 
activities on AI for the public sector, who also announced that the 2nd AI WATCH Peer Learning Workshop on AI 
use and impact on public services will be organised jointly by JRC and the School of Transnational Governance 
at the European University Institute, and will focus on the topic of AI and Data Governance in the European 
Union and beyond. 

3 Design Thinking for AI - Takeaways from the participatory workshops 

The workshop involved over 50 attendees that 
worked organised in different tables of 12-14 
participants each. The profiles of the attendees 
where mixed to obtain a right balance of 
representatives from Member States, external 
experts and representatives from the Commission.  

During the first day of the workshop working 
groups aimed to stimulate a peer to peer exchange 
among participants on their experience of the 
current “uses/applications/trajectories” of AI in their 
respective countries and to co-create knowledge 
on drivers, barriers and implications of the use 
of AI in government. 

In the second day of the workshop, a similar set up 
was used in order to discuss approaches and indicators to assess the impact and the effects of AI in 
government. Participants were asked to present the AI cases of the first day and to come up with methods to 
validate the expected effects of AI. 
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For the conduction of the working groups the approach has been the one known as Design Thinking (DT). Design 
Thinking is an area of the design discipline that has developed especially in the last ten years with the aim to 
mainstream the principles of human centred design as a new sustainable innovation paradigm.  

At the basis of the Design Thinking approach there is the idea that innovation should start from real needs and 
challenges that exist in real contexts and co-designed or co-produced together with end users and the other 
stakeholders affected by the needs or that held competences relevant for the development of a solution. 

3.1 Design Thinking on mapping of AI in EU Member States 

Overall, 32 cases of AI use in public services were collected and discussed during the first working group session. 
Even in this small sample, the results confirm some of the preliminary findings obtained through the survey 
and categorisation previously conducted as part of the AI-Watch activities.  

In particular, the discussion confirmed that: 

Currently AI is mostly used for pattern 
recognition/monitoring and predicting with 10 
cases assigned to this category coming from 9 
different Member States; 

AI for knowledge management/data processing 
follows with 8 cases in 7 different countries; 

AI for automation/efficiency is at the third place 
with 6 cases from only 3 countries; 

AI for decision making is the least experimented 
with only 3 cases from 3 countries and one 
example from within the EC directly. 

This seems to indicate that the main interest of the public sector to leverage AI potentialities is not only to 
monitor and understand better the population, but also to predict needs, habits and behaviours of citizens, and 
consequently use these predictions either for creating a more secure society or to deliver tailored services to 
more granular needs. 

The public sector is in fact looking for this type of innovation as the old “one size fits all” approach has come to 
contrast the current diversities in the population. This insight draws a dynamic future for the public sector, 
where the new possibilities provided by AI represent a strong driver for change.  

This is also evident in the type of cases mapped, ranging from Chatbots to help citizens navigate public services 
more easily and more efficiently, to complex platforms that help create better matches between job offer and 
demand, to systems for detecting fraud in healthcare coming both from doctors and patients.  

A more in-depth qualitative analysis will be beneficial to understand further if more general categories of cases 
could be detected for each cluster, thus providing a larger nuanced understanding of what public administrations 
seek when investing in AI applications. Indeed, this is part of the AI Watch research design for the near future.  

3.1.1 Drivers for AI in the public sector 

The groups have identified drivers for introducing AI in the public sector, such as simplifying regulatory 
frameworks, making data more accessible, and having better capacity to process languages. From the start, it 
was mentioned that most of the AI is driven by efficiency goals, usually to streamline a certain process or to 
enhance detection capabilities. The need for efficiency, often combined with budget pressure, makes public 
organizations more likely to explore the opportunities of AI to handle large amounts of tasks with limited funds. 
However, few more disruptive applications (still a minority in current applications) have also been mentioned, 
trying to lead to the development of entirely new services through AI, moving beyond merely efficiency gains. 
Moreover, as one participant highlighted, in some policy sectors, there is simply an abundance of data to enable 
the development of AI tools, so there might be some sector-specific drivers influencing the use of AI.  

At the same time, increased efficiency and better decisions seem to be the main expected outcomes. However, 
the question arose of whether decisions are truly better or more objective when done by machines. This 
remained an open question in the group discussions. Likewise, despite the prevalent driver of efficiency, 
participants noted that AI could, or ought to, be used to achieve other values so to enhance the effectiveness 
and quality of the services. 
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3.1.2 Barriers for AI in the public sector 

Although the interest in using AI in public services is high, the 
participants mentioned various barriers hindering its 
application in a government context. Some barriers identified 
are mainly linked to the lack of awareness of what AI really 
entails. In particular, one group discussed the difference 
between complexity and complication, as there seems to be 
the will to solve the complexity of modern issues with AI, but 
complexity is not predictable through technology. Furthermore, 
the difference between knowledge and evidence was also 
discussed, as to experts it is evident that AI cannot produce 
knowledge, while non-experts expect this type of output. 
Therefore, it was suggested that AI should be introduced 
through iterations, where initially it is not applied to predicting 
behaviours, so to allow time to training and understanding. 

Furthermore, an important barrier is represented by data: public sector data availability is fragmented; thus, it 
should be better organised, made available, of a higher quality, and unbiased. Language has also been signalled 
as a potential barrier to technological development, as it was suggested that “small languages (many in Europe) 
equal small datasets for training”. The use of AI for pattern recognition tends to be the most privacy invasive 
application as it often requires sensitive, personal information, although not always. This intrusion of citizens’ 
privacy, as well as the difficulties associated with the use and sharing of personal data, limit the opportunities 
to develop and deploy AI. Even with anonymous datasets, as one representative highlights, the application of 
the predictive models will be very personal to the citizens. In addition, the participants highlighted the challenge 
of following up on the predictions due to a lack of capacity, knowledge or interest.  

These challenges are even further enhanced due to resistance against predictions or classifications made by AI 
by citizens’ attitudes on pro-active services provided by the government. Even administrative traditions of the 
public institutions may limit the acceptance of personalised services, which may imply inherent different 
treatment of citizens based on their data and profile, incompatible with state traditions which treat all citizens 
as equals. In a way, a proactive government might require a new way of thinking about the social contract and 
the role of the government in society.  

3.2 Design Thinking on assessing the impact of AI on public services 

The working group sessions organised during the second day of the workshop focused on AI impact assessment. 
The debate underlined that any form of impact assessment should take the context of the AI system very much 
into account. While, in general, there could be forms of impact done over a larger number of systems, by 
measuring the efficiency gains, participants of the workshop warned that solely focusing on indicators regarding 
the efficiency will not provide a full picture of the impact. Instead, any study working on measuring the impact 
of AI should take into consideration other indicators based on value and well-being, which the AI is supposed to 
address. Indicators relevant to measuring the fairness, inclusion or transparency of the public service using AI 
would be crucial, although challenging to always measure in a quantitative way. A mixture of different indicators 
and approaches are therefore needed to evaluate what the effects are of using AI in government.  

Furthermore, the participants highlighted the need to differentiate between first order and second order effects 
of AI impact. The first order effects hereby refer to the immediate and measurable differences by assessing 
one public service using AI. However, the general use of AI in the public sector might create second order effects 
which will be overlooked by solely assessing individual services one at the time. Perhaps there will be broader 
societal effects when multiple agencies start using AI in their public services, such as increased discrimination 
or loss of trust in government. These second order effects will be even more challenging to measure but are 
crucial to understand the societal effects of an AI-powered government.  

The working group discussions were organised around two main groups of topics:  

¶ Aim/purpose and effort: what was it aiming to achieve and to which part of government responsibilities 
does the service adhere; were there any KPIs defined for the application? And, what were the organizational 
efforts needed to get the novel service development started and how was that measured?  

¶ Outcome and Impact: What were the outcomes of the services; were they as expected; and how were they 
measured? And what were the broader impacts of the AI application, what was their relation to the original 
aims and purposes; were there unexpected impacts; and how are the impacts measured?  
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3.2.1 Purpose and effort to develop AI-enabled public services 

One of the main purposes mentioned by the participants fall in the generically known reasons mentioned by 
governments to invest in digitisation, which are to improve quality of services, either by optimization in the 
back-end and/or increased accessibility and findability of services to citizens in the front-end. Moreover, costs 
savings are mentioned being another generic goal. Here, the idea is that AI systems facilitate automating 
processes thus saves costs of manual labour, of slow paper processes, of finding the right documents, of 
checking correct information, which resonates with another reason mentioned: that of efficiency of 
administrative process, where AI technologies can point to the right information or the correct procedure faster. 
Finally, social cohesion, solidarity and inclusiveness were also mentioned under the umbrella of generic 
democratization through digitisation and now “AI-enabled innovation”.  

Another reason to introduce AI-based services indicated was the need to improve accuracy, to be able to 
generate better measurements and personalisation of services. However, the offering of services to everyone 
equally was also mentioned as an important goal to use AI in the development of public sector services, due to 
a potential to decrease face to face contact (which can diminish at-the-counter-bias) – offering the same 
service digitally helps to increase transparency of those services. Connected to the latter point was the setting 
of a positive example by the government to others in society on how to develop AI-based services in a 
responsible and ethical way; to take the role of the government as a frontrunner of AI-based service innovation.  

This links also to another remark made by participants, that developing AI services can lead to  governments 
becoming competitive market players in this field and the possibility to engage in Public-Private Partnership 
with a different role and capacity.  

One of the main points of debate during the discussion was what types of efforts were most needed in getting 
an AI pilot or project started and implemented. Some of the recurring challenges, or barriers mentioned were: 

¶ Trust and legal efforts, by which participants referred to the efforts needed to get contracts, to convince 
legal departments to go along with the experiment, massaging trust between different parties for starting 
a project, obtaining consent and approval, gathering data and getting approval to run pilots, to acquire top 
management support; 

¶ Expertise efforts. By which the participants pointed the challenge of finding specific personnel and finding 
and organizing training courses. 

¶ Operational/business efforts. There is work to do in gaining business understanding in the field of AI, to 
find ways to secure knowledge about technology and the market within teams. 

¶ Technical efforts. There exists a myriad of challenges with regard to infrastructure, but also in 
understanding data and data labelling plus semantics, and a better understanding of which algorithms or 
models are best fit for purpose, how to do clean data, knowing which technology to choose and others.  

¶ Political efforts. A point related to trust, and mentioned by many participants, is the difficulty of getting 
project approval from top management and to obtain c-level alignment / political alignment, which takes 
considerable effort and time and can truly delay project implementation. 

¶ Market estimation efforts. Some attendees mentioned the need for better understanding of both the 
supply and the demand side, which also require the need of engaging the private sector earlier in the 
process, allowing time for owners to understand what needs to be done (and to get approval and buy-in 
time), and finding use cases and applications. 

¶ Financial efforts. The need to better anticipate budget for scaling up and implementation was highlighted, 
also taking into account unforeseen costs in the experimental phase – which sometimes require getting 
additional funds during an experiment, and to decide for long-term investments. 

¶ Scalability efforts. Finally, almost all participants mentioned that the projects of AI in public services are 
often still in a pilot-phase. Some stop there due to the efforts and difficulties of getting solutions across 
departments. More technical challenges were also pointed out, including the need to better understand 
how to address software challenges of machine learning and AI systems, including the maintenance, 
platform architecture etc.). 

3.2.2 Implications of using AI in the public sector 

In terms of outcomes and impacts, the participants provided answers that lie in between actual outcomes of 
their AI-enabled service pilots and prospective outcomes and aimed impacts.  














