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Abstract 

These proceedings are the outcome of the 63rd ESReDA Seminar on “Resilience assessment: Methodological 
challenges and applications to critical infrastructures” that took place at the European Commission’s Joint 
Research Centre’s (JRC) premises in Ispra, Italy, on 25-26 October 2023. A broad spectrum of resilience topics 
were covered, with sessions addressing different infrastructure sectors: energy sector (electricity, gas, 
hydrogen), transport sector (rail, road, air and maritime), other critical infrastructures, networks and entities, 
urban development, public sector and government. The seminar aimed at addressing resilience due to 
different hazards or threats, such as: disruptions of infrastructures due to aging or technical failures, natural 
events, intentional attacks or emerging threats, hybrid being an example. This seminar brought together 
researchers, practitioners and decision-makers from academia, operators, industry, governing bodies, to 
discuss theories, concepts, and experiences of resilience assessment methodologies and applications. The 
proceedings include 3 plenary speeches and 25 full papers or extended abstracts. 
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1 Introduction 

Research in resilience of infrastructure systems has been constantly increasing during the last decade and is 
expected to grow further. Although the term resilience was used in material science already in 19th century, 
the current meaning of system resilience originates from research in ecology back in 70s. Self-repairable 
computer systems, being developed also in the same decade for space and defence applications, could be 
considered as examples of resilience applications in engineering. Resilience applications in technical systems 
domain have evolved most significantly during the last two decades and the term resilience has already been 
transferred to the policy domain, as the Directive on the Resilience of Critical Entities (CER Directive) went into 
force in January 2023 and replaced the Critical Infrastructure Directive, published in 2008. 

Two fundamental points in the resilience domain were addressed by the Seminar: 1. the methodological 
development of resilience assessment from a conceptual framework to modelling approaches, and 2. the 
metrics for resilience assessment and development of quantitative tools for decision-making. The 63rd 
ESReDA seminar was a forum for exploring these points and other related questions. Aim was to discuss 
theories, concepts, and experiences of resilience assessment methodologies and applications. Authors were 
invited to present their proposals and discuss successes and/or failures and to identify future needs in 
resilience research. Participants presented new ideas, scientific papers, conceptual papers, case studies and 
cross-sectoral research on this topic with examples and applications of infrastructures exposed to both 
technological and natural hazards or threats.  

The seminar saw the presentation of three plenary speakers: Igor Linkov, Senior Science and Technology 
Manager with the US Army Engineer Research and Development Center (ERDC), and Adjunct Professor with 
Carnegie Mellon University, Ivo Häring, Senior Scientist in the Department Safety and Resilience of Technical 
Systems at Fraunhofer Ernst-Mach-Institute (EMI), and Marta Poncela Blanco, Policy Officer at the European 
Commission, Directorate General for Energy, Energy Security and Safety unit. 

These proceedings contain 3 plenary speeches and 25 papers presented at the seminar with authors spread 
across academia and industry. A broad spectrum of resilience topics were covered, with sessions addressing 
different infrastructure sectors: energy sector (electricity, gas, hydrogen), transport sector (rail, road, air and 
maritime), other critical infrastructures, networks and entities, urban development, public sector and 
government. The seminar aimed at addressing resilience due to different hazards and threats, such as: 
disruptions of infrastructures due to aging or random failures, natural disasters, intentional attacks or man-
made hazards, emerging threats (e.g. hybrid).  

The seminar has attracted a good mix of academic and industrial participants from many European and 
overseas countries. There were authors coming from universities, research institutes and industrial companies 
in Austria, Belgium, Cyprus, France, Germany, Greece, Italy, Latvia, Lithuania, Malaysia, Netherlands, Norway, 
Poland, Portugal, Romania, Spain, Ukraine, United Kingdom and United States of America.  

The editorial work for this report was supported by the Joint Research Centre of the European Commission in 
the frame of JRC support to ESReDA activities.  
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2 Seminar papers and presentations 

 

Plenary talk 1 – Igor Linkov: Infrastructure Resilience: State of Science and 

Practice 

Igor Linkov, Senior Science and Technology Manager, US Army Engineer R&D Center, University of Florida, USA 
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1Fraunhofer EMI, Freiburg, Germany, Emails: {haering; rosin; ganter; finger; fehling-kaschek; schroven; lickert; 
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Abstract 

Risk control and resilience of critical infrastructures (CI) and similar cyber physical socio technical systems are 
increasingly requested by legal regulations and emerging technical standards at international, European (ECI) 
and national levels, e.g. the German KRITIS umbrella law. Along with the increase of knowledge, the number of 
methods for CI protection (CIP) assessment is growing. For industrial, enterprise and organizational 
practitioners as well as academia increasingly guidance is needed to select, tailor, extend or newly develop 
resilience assessments in a better-informed way.  

The contribution starts by providing a schematic how resilience analysis and management within a given 
framework is expected to use risk and resilience analytical approaches and how these request input from 
model-based simulation of resilience properties, among other methodological inputs. After methodological 
clarifications and gaps identification, the focus is on providing representative analytical risk and resilience 
assessment approaches to identify their expected inputs as well as to give a list of representative resilience 
simulation approaches.  

The following analytical resilience assessment approaches are discussed along with their main requested 
input information: (i) Classical risk on resilience approach along with generalized acceptance criteria, also (ii) 
resolved with respect to a set of resilience dimensions such as disruption types, system layers, technical 
resilience capabilities, and resilience cycle ordering along with risk aversion aware evaluation options; (iii) 
resilience propagation layer expansion for overall disruptions events propagation through assessment layers 
as a logic or temporal forward problem; and (iv) abstract probabilistic resilience dependency and causal 
modelling (resilience belief network), e.g. starting with classical or extended Markov or Petri models.  

For these resilience analytics approaches, the question is addressed which existing and emerging model-
based first-principle physical-engineering simulative methods are suited to provide sufficient information to 
feed their requests to assess the level of risk control and resilience of systems under investigation? In 
particular, the following approaches are considered: (a) single- and multi-point mass ersatz models along with 
initial conditions, loading models and failure models; (b) dynamic material and structural simulation, including 
coupled models, e.g. air-structure and fluid-structure coupling; and (c) topologic, static and transient network 
flow simulations.  

With the presented approach, the suitability of simulation methods is assessed regarding their capability to 
provide inputs to analytical system analysis requests. To this end 15 key requests of the 4 considered 
resilience analytical methods are identified, in particular coverage of disruptions, coverage of all resilience 
cycle phases and system layers, capability to assess mitigation measures, identification of causality chains 
(inference) between system properties and observed resilience, also conditional given system resilience 
modifications and specific treatments. Each representative resilience simulation method is assessed regarding 
these benchmarks revealing its strengths and weaknesses regarding resolution, coverage, dependency 
modeling, and causality simulation capability as well as how they could be combined. Possible extensions of 
the approach are indicated to even better guide CI system resilience assessments regarding selection of 
model-based system resilience quantification.  

1 Introduction 

System design and system thinking is increasingly holistic and demanding. Expectations on modern systems 
include availability, reliability, durability, adaptivity, smartness, self-learning capability, safety, security, 
robustness, resilience, cost-efficiency, low carbon footprint, participation in cyclic economy, societal, 
psychological and ethical acceptance, legal acceptability, user satisfaction, attractiveness, inclusiveness, etc. 
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The term system comprises here small technical systems up to large scale multi-country wide socio technical 
systems. In particular critical infrastructures (CI) are distributed, smart interconnected cyber-physical-human 
(CPH) systems.  

The present article addresses the challenge of how to assess a subset of the above desirable system 
properties analytically informed and driven quantitatively. Namely, systemic properties related to resilience. 
The working definition for resilience adopted is that a system is resilient if its performance (e.g. percentage of 
consumers sufficiently supplied with communication services) and non-performance functions over time [1] 
(e.g. percentage of households with electrical energy supply disruption) are within acceptable bands for all 
types of possible disruption events before, during and after such disruptions [2] [3]. In a narrower definition of 
resilience, disruptions can be restricted to major events and focus is on system (non-)performance during and 
after events only, and risk analysis before such events.  

The term analytical comprises formal mathematical expressions as well as algorithmic processes (see e.g. 
terms as respectively used in [4]) and system analysis schemes that can be conducted using templates, such 
as tables and matrices (see e.g. [5] [6]). These approaches can in principle be conducted and be understood 
with “paper, pencil and rubber”. The term quantitatively refers to results in terms of numbers, percentages, 
curves, etc., as opposed to qualitative labels and relative orderings only.  

An appropriate working definition addressing the research question is that within a natural science, 
technology, engineering and mathematics (STEM) [7] perspective resilience analysis and management of 
systems (in a broader sense) comprises context, concepts, processes, and methods (see Figure 1 below), see 
also [8] [9]. The main focus of the STEM sciences are their disciplinary and interdisciplinary methods. This 
working definition does not exclude other types of disciplinary methods. A research question reads: Which 
STEM inspired methods are useful for a given system to determine its resilience? 

In as far as analytical system assessment methods are more abstract and conceptual and as they are closer 
to system management, evaluation and decision making, the article sets out to show that they can be used to 
classify system resilience quantification approaches, in particular approaches that use large-scale models, 
simulation and data analysis. This is challenging since at first sight it is not clear whether an analytical 
method is just the theory or algorithm of a model-based resilience quantification simulation. Hence the article 
needs to show that such a distinction can be made.  

To this end, the article introduces the notion of first principle or ab initio resilience quantification methods. The 
working assumption is that models can be defined and be parametrized with real world data such that 
simulation results can be achieved to assess resilience of systems as well as related properties, in particular 
without scaling or shifting of results. Hence such models claim to cover all significant effects relevant to 
model systemic resilience, which is challenging.  

The article relates in parts to ISO 31000 [10] framework and its list of methods [11]. The presented analytical 
assessment approaches and the first-principle simulation approaches are generic and can be used in various 
domains, depending on the cyber-physical threats considered, e.g. business continuity as covered in [12], 
community resilience [13], emergency response [14], and cyber resilience [15] [16]. They can be used to fulfill 
regulatory requirements of the EU directive 2022/2557 on the resilience of critical entities (CER) [17] and the 
directive on a high common level of cybersecurity across the Union (NIS-2) [18], within such EU policies as the 
EU Security Union Strategy for 2020-2025 [19] and the EU Counter-Terrorism-Agenda [20].  

The article is structured as follows, see Figure 1. Section 0 gives an overview of existing approaches in 
literature to classify, sort and rank methods for system resilience assessment, in particular of critical 
infrastructures. A schematic gives an overview how resilience quantification method properties can be 
characterized with the help of analytical resilience approaches. This will elucidate that analytical system 
analysis methods of resilience of systems “ask the right questions” that need to be answered by first principle 
resilience modelling and simulation methods, e.g., if a certain given disruption leads to a critical system 
performance loss or which disruption out of a known set of disruptions leads to critical system loss.  

Section 0 gives compact formal expressions of analytical system resilience assessment methods. This 
provides the basis to define properties of system modeling and simulation methods that make them 
sufficient to fulfill requests of analytical assessment methods.  

Section 0 describes representative first-principle system resilience quantification approaches. This will show 
required modelling data and parameterizations. It will allow to assess which inputs they can deliver for 
system resilience analytical methods.  



 

33 

Section 0 discusses the results of section 0 and section 0 by giving a list of system modelling and simulation 
properties that are desirable from the perspective of key analytical system resilience assessment approaches. 
A list of simulation properties is provided by comparing the representative simulation approaches. Finally, a 
matrix is presented that shows which representative simulation approaches can be used for which analytical 
approaches. This will also allow to identify links between resilience analytics and resilience simulation, as well 
as distinctions between both. Section 0 gives conclusion and outlook.  

Figure 1. System risk and resilience analysis and management framework and main contributions of present 
article.  

 

2 Today’s gaps of resilience quantification methods classification and present approach 

Existing reviews on resilience definitions and metrics cover a wide range. First generic reviews are compared. 
In [21] the focus is on respective formal expressions, rather than their use within resilience management 
processes, leading to a bottom-up classification of existing quantifications. In [22] the use of resilience 
quantities within system design and development processes is the key motivation of classification. The review 
article [23] follows a capability-to-X systematic for sorting of overall resilience assessment approaches. 
Already in [24] order of magnitude resilience levels are proposed that are expected to be used to asses 
degree of criticality of combinations of disruption events and system performance function disturbance, rigor 
of resilience quantification as well as implementation.  

On the other hand, resilience frameworks are reviewed and compared. In this case focus is less on quantities 
but generic definitions, overall process requirements and process steps. CI-independent reviews include [25], 
which uses a dimensional literature analysis, the resilience dimension [3] resilience capabilities, and flow 
charts for illustration. In [26] a first broad uptake of classical resilience engineering concepts [27] takes place, 
in particular organizational effects in development, production and operation of high risk systems. In [28] 
several CI types, system layer perspectives and time-horizons are covered as relevant for cities. In [24] a 
(semi-)quantitative system (non-)performance function based framework is presented for quantification and 
improvement of resilience, including sample methods and process accompanying generic resilience level 
quantities. In [29] a panarchy (infinity sign) such as process [30] is proposed that comprises explicitly overall 
risk and resilience management steps as well as disruption response steps in case of crisis events. Note that 
all the described frameworks go beyond tailoring of the generic risk analysis and management scheme 
according to ISO 31000 [10] to application of yet another domain (see e.g. urban [31] [32], football stadium 
public security management [33]) as well as beyond ad hoc frameworks in societal security research [34] as 
employed after the 9/11 event. They are also not generic extensions of ISO 31000 for overall risk and 
resilience management, e.g. [35] for an example.  

Domain specific resilience framework reviews cover smart grids [36], coupled CI in cities [37], power grids and 
their related ICT grids [38], and telecommunication grids [39] [40]. Regarding resilience quantification, the 
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dependence on CI domains is mirrored by domain specific reviews. Examples include drinking water systems 
[41], electrical power grids [42], and transportation systems [43]. In recent years, there seems to emerge a 
trend towards more CI domain specific reviews regarding frameworks as well as quantification 
recommendations, indicating the need for more generic systemic resilience assessment approaches that can 
be tailored to domains.  

However, the majority of articles on resilience quantification provide for their application specific contexts, 
frameworks or process, if any, respectively, and description of the method or sequence of methods used, as 
well as standard, tailored or novel risk and resilience quantities, see the articles inspected by the above cited 
reviews. In the light of this observation the question arises if beyond foundational notions of resilience and 
resilience engineering tangible analytical properties of such approaches can be identified and be used for 
classification, selection and directed tailoring and extension of resilience processes and methods.  

3 Resilience analytics methods and their input and simulation capability requests 

Section 0 lists several generic analytical approaches that can be used to classify system modelling and 
simulation approaches to quantify resilience of systems. Only the first two can be characterized as tabular or 
matrix supported [44] [45] [6] [46]. The last two methods allow for graphical representation. All of them can 
be evaluated qualitatively and quantitatively.  

3.1 Risk on resilience approach considering multiple resilience dimensions and concepts 

Starting from the classical notion of overall risk 𝑅 of a system caused by a collection of 𝑁𝑅 independent risk 
events 𝐸𝑖 with risks 𝑅𝑖 , each characterized by a measure of its probability 𝑃𝑖 and its consequence 𝐶𝑖 , an 
obvious request of resiliency is to require that all possible risks are considered including:  

 all types of risk, e.g. natural, natural-technical, man-made including accidental, intentional (e.g. 
corruption-routed, sabotage), and malicious (e.g. crime, terrorism), e.g., labeled by 𝑖1 

 for all phases before, during and after disruptions, e.g., labeled by 𝑖2;  

 for all system layers such as physical, engineering, cyber, organizational, ecological, economical and 
societal, e.g., labeled by 𝑖3;  

 for all phases of the resilience or catastrophe response cycle such as preparation, detection, 
prevention, absorption, response, recovery, adoption and learning, e.g., labeled by 𝑖4; etc.  

or by using any other single or combination of such resilience dimensions [46] [47].  

Hence, even when assuming for simplicity independency of risks, resilience assessment needs to require that 
for a finite multi-index 𝑖 = (𝑖1, 𝑖2, … ), see e.g. [48] [49] [50] [35], 

Ri = PiCi  are acceptable, i = 1, … , NR,    and    ∑ Ri
NR
i=1     is acceptable.  (1) 

Thus, degree of coverage of (combined) risk types and vectors, e.g. empirical terrorism threat types [51] [52], 
classified cyber threat types according to cyber security assessment schemes [53], etc., as well as of 
combined threats [54], of resilience dimensional perspectives and assumption of independency of single risks 
or not are distinction options of resilience modelling and simulation approaches.  

3.2 Resilience aversion approaches 

When introducing risk on resilience acceptance measures, e.g. within ISO 31000 framework as in [31] [33] [32] 
using a risk criticality matrix, that depends on risk type and resilience dimensions considered, equation (1) can 
be extended to  

Ri = PiCi ≤ 𝑅𝑐𝑟𝑖𝑡(𝑖, 𝑃𝑖 , 𝐶𝑖), i = 1, … , NR,    and    ∑ 𝑅𝑖
𝑁𝑅
𝑖=1, 𝐶𝑖∈𝐶𝑗 ≤ 𝑅𝑐𝑟𝑖𝑡(𝐶𝑗),  (2) 

where criteria for single risks depend in the most general case on risk type and values of probability and 
consequence, respectively, to take account of risk aversion [55]. Collective risk criteria in (2) depend on 
consequence types {𝐶𝑗}𝑗=1,…,𝑁𝐶

   that cover, not necessarily orthogonal, all consequence types, e.g. number of 

fatalities, injured, environmental loss quantities, and monetary loss.  

Thus, types or risk criteria that can be employed are distinction options including individual risk criteria, profile 
risk criteria (taking into account exposition of objects and persons), location dependency and collective risk 
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criteria, see e.g. [56] [57] for a sample application of all of these. In addition, in as far as risk on resilience 
aversion can be considered, see e.g. within statistical analysis [58], database assessment [59], hazard-
analysis (HA) such as [60], failure modes-and effects (FMEA) such as approaches [61], or by using FN-curves 
[56] [62].  

3.3 Disruption event propagation through logic or temporal resilience assessment layers  

Several analytical resilience assessment approaches ask for causality assessments. By definition of section 0, 
resilience of systems in a narrower sense can only be observed on the condition that a disruption or at least 
potential disruption has already occurred. For formalization, if for instance 𝐸𝑖1

, 𝑖1 = 1, 2, … , 𝑁1 are events that 

may cause disruption events, let 𝐸𝑖2
, 𝑖2 = 1, 2, … , 𝑁2 be unsuccessful preparation, detection and prevention 

activities or events, let 𝐸𝑖3
, 𝑖3 = 1, 2, … , 𝑁3 be initial absorption and damage events, which are low if system is 

robust, let 𝐸4, 𝑖4 = 1, 2, … , 𝑁4 be initial system stabilization events, let 𝐸𝑖5
, 𝑖5 = 1, 2, … , 𝑁5 be intermediate 

recovery events, let 𝐸𝑖6
, 𝑖6 = 1, 2, … , 𝑁6 be final recovery events, and let 𝐸𝑖7

, 𝑖7 = 1, 2, … , 𝑁7 be final adoption 

and learning effects or events related to the system under threat.  

Then it can for instance be asked if prevention activities are successful, e.g. in terms of concepts of operation 
(CONOPS) and preparation [63], access control [64] [65], detection [66] [67], or geometrical layout and 
physical barriers [68] [69] [70] [71] [72] [73]. To this end, for each event set {𝐸𝑖1

} …{𝐸𝑖7
} we assume that the 

overall event space Ω is covered, the events are mutually orthogonal and the last events covers all other 
events not yet labeled explicitly, i.e., respectively,  

⋃ 𝐸𝜄  = Ω,   𝐸𝜄 ∩ 𝐸𝜅 = ∅𝜄=1,2,…,𝑁•
, if 𝜄 ≠ 𝜅,   𝐸𝑁•

= Ω\ ⋃ 𝐸𝜄𝜄=1,2,…,𝑁•−1 . 
(3) 

Then in case of successful prevention the sums over conditional probabilities of damage event occurrence, 
see e.g. [74] for options to determine event probabilities and [75] [71] for database-driven event frequency 
determination, should be small in case of successful prevention considering all possible threats, see e.g. [76] 
for an all terrorism threats quantitative approach,  

∑   ∑ 𝑃(𝐸𝑖2
|𝐸𝑖1

) 𝑃(𝐸𝑖1
)

𝑁1
𝑖1=1

𝑁2
𝑖2=1  = !   min.         (4) 

Initial risk of damage consequences 𝐶(𝐸𝑖3
) after threat absorption (classical naïve risk without considering 

recovery) should be small, for instance in terms of loading strength [77], e.g., in case of mechanical loading 
impact absorption due to high ductility [78], or combined resistance mechanisms [79] in case of (complex) 
blast effects [80],  

∑ ∑   ∑ 𝐶(𝐸𝑖3
) 𝑃(𝐸𝑖3

|𝐸𝑖2
)𝑃(𝐸𝑖2

|𝐸𝑖1
) 𝑃(𝐸𝑖1

)
𝑁1
𝑖1=1

𝑁2
𝑖2=1

𝑁3
𝑖3=1  = !   min.   (5) 

The system should be stabilized after absorption of disruption, i.e. chances (positive risks, see e.g. [3] [81] 
[82]) of stabilization events post disruption should be maximized in terms of their consequences 𝐶(𝐸𝑖4

),  

∑ ∑ ∑   ∑ 𝐶(𝐸𝑖4
)𝑃(𝐶𝑖4

|𝐸𝑖3
) 𝑃(𝐸𝑖3

|𝐸𝑖2
)𝑃(𝐸𝑖2

|𝐸𝑖1
) 𝑃(𝐸𝑖1

)
𝑁1
𝑖1=1

𝑁2
𝑖2=1

𝑁3
𝑖3=1

𝑁4
𝑖4=1  = !   max.    (6) 

The system should exhibit further intermediate recovery chances, showing related consequence behavior 
𝐶(𝐸𝑖5

), 

∑ ∑ ∑ ∑   ∑ 𝐶(𝐸𝑖5
)𝑃(𝐸𝑖5

|𝐸𝑖4
)𝑃(𝐸𝑖4

|𝐸𝑖3
) 𝑃(𝐸𝑖3

|𝐸𝑖2
)𝑃(𝐸𝑖2

|𝐸𝑖1
) 𝑃(𝐸𝑖1

)
𝑁1
𝑖1=1

𝑁2
𝑖2=1

𝑁3
𝑖3=1

𝑁4
𝑖4=1

𝑁5
𝑖5=1  = !   max.  (7) 

Similarly, the system should exhibit consequence signatures of final recovery 𝐶(𝐸𝑖6
),  

∑ ∑ … ∑ ∑   ∑ 𝐶(𝐸𝑖6
)𝑃(𝐸𝑖6

|𝐸𝑖5
)𝑃(𝐸𝑖5

|𝐸𝑖4
) …  𝑃(𝐸𝑖3

|𝐸𝑖2
)𝑃(𝐸𝑖2

|𝐸𝑖1
) 𝑃(𝐸𝑖1

)
𝑁1
𝑖1=1

𝑁2
𝑖2=1

𝑁3
𝑖3=1

𝑁5
𝑖5=1

𝑁6
𝑖6=1  = !   max,  (8) 

as well as for uptake of overall learning and adoption 𝐶(𝐸𝑖7
),  

∑ ∑ … ∑ ∑   ∑ 𝐶(𝐸𝑖7
)𝑃(𝐸𝑖7

|𝐸𝑖6
) …  𝑃(𝐸𝑖2

|𝐸𝑖1
) 𝑃(𝐸𝑖1

)
𝑁1
𝑖1=1

𝑁2
𝑖2=1

𝑁3
𝑖3

𝑁6
𝑖6=1

𝑁7
𝑖7=1  = !   max.  (9) 

Already in equation (5) it might be necessary to write instead of 𝑃(𝐸𝑖3
|𝐸𝑖2

) the more complex conditional 

expression 𝑃(𝐸𝑖3
|𝐸𝑖2

, 𝐸𝑖1
) indicating that the occurrence of 𝐸𝑖3

 depends on both the occurrence of 𝐸𝑖2
 and 𝐸𝑖1

. 

This holds true as soon as there is a dependence on the trajectory through the exhaustive event layers as 
defined in (3) with obvious generalizations up to equation (9). The described formalism (3) to (9) can be 
understood as a generalized Markov process where each propagation joins two different Markov spaces going 



 

36 

beyond stepwise extension and contraction of Markov spaces for resilience system analysis as described in 
[83] without memory (generalization of classical Markov model as e.g. applied in [84] [85]) as notated and 
with memory in case of the extensions just discussed at the beginning of the present text paragraph. 
However, (5) to (9) contain in addition consequence and effect quantification and time separation is replaced 
by consideration of logical response, resilience or catastrophe management cycle step phases, see e.g. [45] 
[86] [46].  

Hence, first principle risk and resilience simulation should be able to assess effect of preparation, detection 
and prevention of potential disruption events, be able to determine initial damage effects, possibly averaged 
over objects at risk, over large scale areas or over threat source variations, see e.g. in the case of explosion 
events [80] [73] and in case of physical impact events [87] [68] [57]. Furthermore, post event stabilization, 
intermediate system at risk behavior up to final recovery, as well as of learning and adoption are asked for.  

3.4 Causal resilience dependencies, resilience inference, resilience intervention effect  

Next, time-ordered or logic dependence as used in (3) to (9) is further lifted and just causal dependency and 
inference is asked for influencing resilience performance of a socio-technical CI system. For instance, one may 
ask for the probability that a learning event labelled with 𝜄7 takes place modelled by random variable 𝐸7 in 
case a recovery event labelled with 𝜄6 described by recovery random variable 𝐸6, knowing that realizations for 
random variables describing system threat loading 𝐸1 = 𝜄1, prevention effects 𝐸2 = 𝜄2, etc. up to and including 
intermediate response behavior 𝐸5 = 𝜄5 are given, using repeatedly the chain rule of probability, see e.g. [88] 
[89], 

𝑃(𝐸7 = 𝜄7, 𝐸6 = 𝜄6, 𝐸5 = 𝜄5, … , 𝐸2 = 𝜄2, 𝐸1 = 𝜄1) = 𝑃(𝐸7 = 𝜄7|𝐸6 = 𝜄6, 𝐸5 = 𝜄5, … , 𝐸2 = 𝜄2, 𝐸1 = 𝜄1)  
                ⋅ 𝑃(𝐸6 = 𝜄6| 𝐸5 = 𝜄5, … , 𝐸2 = 𝜄2, 𝐸1 = 𝜄1) 𝑃(𝐸5 = 𝜄5| 𝐸4 = 𝜄4, … , 𝐸2 = 𝜄2, 𝐸1 = 𝜄1) ⋅ … 

                        ⋅ 𝑃(𝐸2 = 𝜄2|𝐸1 = 𝜄1) 𝑃(𝐸1).  

(10) 

More interestingly, causal inferences may be asked for. For instance, what is the effect of threat absorption 
(robustness) level on learning and adoption level without considering all the other effects, which are here 
threat type, prevention success, immediate stabilization effect, intermediate, and final recovery,  

𝑃(𝐸7 = 𝜄7|𝐸3 = 𝜄3) =
𝑃(𝐸7 = 𝜄7, 𝐸3 = 𝜄3)

𝑃(𝐸3 = 𝜄3)

=

∑ 𝑃(𝐸7 = 𝜄7, 𝐸6 = 𝜅6, … , 𝐸3 = 𝜄3, 𝐸2 = 𝜅2, 𝐸1 = 𝜅1)𝜅1=1,2,…,𝑁1
𝜅2=1,2,…,𝑁2
𝜅4=1,2,…,𝑁4…
𝜅6=1,2,…,𝑁6

∑ 𝑃(𝐸7 = 𝜅7, 𝐸6 = 𝜅6, … , 𝐸3 = 𝜄3, 𝐸2 = 𝜅2, 𝐸1 = 𝜅1)𝜅1=1,2,…,𝑁1
𝜅2=1,2,…,𝑁2
𝜅4=1,2,…,𝑁4…
𝜅7=1,2,…,𝑁7

.  

(11) 

In (11) we loop over all nuisance random variables, which are not relevant for the present question.  

Also, the specific effect of resilience interventions on causal relations can be determined, for instance if we 
require that  the successful early detection of threats, i.e. random discrete variable 𝐸2 has a corresponding 
value 𝜄2, we can determine whether it influences the effect of high robustness on high learning as given in 
(12). 

𝑃(𝐸7 = 𝜄7|𝐸3 = 𝜄3, 𝐸2 = 𝜄2) =
𝑃(𝐸7 = 𝜄7, 𝐸3 = 𝜄3, 𝐸2 = 𝜄2)

𝑃(𝐸3 = 𝜄3, 𝐸2 = 𝜄2)

=

∑ 𝑃(𝐸7 = 𝜄7, 𝐸6 = 𝜅6, … , 𝐸4 = 𝜅4, 𝐸3 = 𝜄3, 𝐸2 = 𝜄2, 𝐸1 = 𝜅1)𝜅1=1,2,…,𝑁1
𝜅4=1,2,…,𝑁4
𝜅5=1,2,…,𝑁5…
𝜅6=1,2,…,𝑁6

∑ 𝑃(𝐸7 = 𝜅7, 𝐸6 = 𝜅6, … , 𝐸4 = 𝜅4, 𝐸3 = 𝜄3, 𝐸2 = 𝜄2, 𝐸1 = 𝜅1)𝜅1=1,2,…,𝑁1
𝜅4=1,2,…,𝑁4
𝜅5=1,2,…,𝑁5…
𝜅7=1,2,…,𝑁7

.  

(12) 

Hence the question arises if the ab-initio resilience simulation model is capable to contribute to a Bayesian 
network (belief network, decision network) or generalizations thereof such as dynamic Bayesian networks (see 
e.g. [90] [91] [92]) or influence diagrams (see e.g. [93] [94]) allowing for the computation of joint probability 
functions of resilience-relevant events, whether the approach allows for resilience inferencing (determination 
of effects given causes, e.g. on average better recovery levels given robustness measures independent of 
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threat events) as well as resilience intervention effect assessment (determination of effect of resilience 
improvement (intervention, treatment) measures on resilience causal relations).  

Table 1 lists in its first column the identified resilience simulation method capabilities as requested for input 
to analytical system resilience analysis methods. Depending on the resilience assessment process selected, 
see Figure 1, a single simulation method or several methods could be necessary to cover the requested input 
of the overall assessment process.  

4 First-principle resilience modelling and simulation methods and their properties 

Sample resilience modelling and simulation methods are selected somewhat aligned with the historic and 
more recent development of resilience analysis of single structural members (section 0), structures and areas 
(section 0), and finally graphs, technical grid systems, socio-technical and human cyber-physical learning 
systems (section 0).  

4.1 Single and multiple degree of freedom ersatz models 

Single point mass ersatz models with single degree of freedom (SDOF) have been used successfully to 
describe the behavior of structural members under static, quasi-static and dynamic loads [79], in particular 
for modeling blast effects on structures [95] [96] [97], and earth quake resilience modelling [98], or against 
wind loads [99]. The basic idea is expressed by the partial vector differential equation of first order, 
corresponding initial conditions, and failure criteria,  

𝑚 
𝑑

𝑑𝑡
 [

𝑥(𝑡)
𝑣(𝑡) 

] = [
𝑣(𝑡)

 𝐹𝑒𝑥𝑡(𝑥, 𝑣, 𝑡) + 𝐹𝑟𝑒𝑠(𝑥, 𝑣)
] ,

[
𝑥(𝑡0)

𝑣(𝑡0) 
] = [

𝑥0

𝑣0 ] ,   |𝑥(𝑡)| ≤ 𝑥𝑐𝑟𝑖𝑡 , |𝑣(𝑡)| ≤ 𝑣𝑐𝑟𝑖𝑡 , |𝑎(𝑡)| ≤ 𝑎𝑐𝑟𝑖𝑡 ,  

(13) 

where 𝑚 = 𝑐𝑜𝑛𝑠𝑡. is the ersatz mass of the point mass model, 𝑥(𝑡) the position of the point mass, 𝑣(𝑡) =
𝑑

𝑑𝑡
𝑥(𝑡) = �̇�(𝑡) its velocity, 𝑎(𝑡) =

𝑑²

𝑑²𝑡
𝑥(𝑡) = �̈�(𝑡) its acceleration, 𝐹𝑒𝑥𝑡(𝑥, 𝑣, 𝑡) is the external force on the 

point mass depending on its position, velocity and time, 𝐹𝑟𝑒𝑠(𝑥, 𝑣) is the response force of the point mass, 
typically forcing it back to its initial or another stable position, 𝑥0 is the initial position, 𝑣0 is the initial velocity, 
𝑥𝑐𝑟𝑖𝑡 is a critical displacement, 𝑣𝑐𝑟𝑖𝑡 a critical velocity and 𝑎𝑐𝑟𝑖𝑡 a critical acceleration.  

Generalizations comprise multiple point masses resulting in multiple degree of freedom (MDOF) models (i.e., 
respectively position and velocity) [100], for instance to describe more complex structural members, in 
particular sacrificial layers, or to describe multi storage buildings [101]. If more than a single degree of 
freedom of the point mass is considered behavior of several ersatz mass points in a plane [102] or even in 
three-dimensional space can be considered.  

Regarding parameterization effort such modelling approaches require rather little experimental input. For 
instance, SDOF models assuming for simplicity Hook’s law or an arctan elastic-plastic response, only require 
parameters for dimensionless Hook’s constant or two parameters, respectively, and corresponding critical 
displacement with suitable assumptions [79]. Nevertheless, effects of geometry and material can be assessed 
provided sufficient validated SDOF parametrizations are available, see e.g. [103] [104] [105].  

In summary, single and multiple point mass models allow to model system response model, loading model 
and failure criteria explicitly. They can be designed to cover a wide range of predefined geometries and 
material properties for at least order of magnitude estimates of failure behavior. They are well suited for a 
large number of buildings or structural elements, where lack of data limits the use of more detailed models 
and in case of large statistical or systematic variations of systems under risk. Models can easily be scaled to 
adopt to modified conditions by applying dimensionless formulations.  

4.2 Physical-engineering coupled continuum simulation 

An intuitive example is the effect of blast (shock waves in air) on structures [106]. In this case computational 
fluid dynamics (CFD) for the blast propagation is coupled with computational structural dynamics (CSD) codes.  

Fluid dynamics is described by conservation equations of compressible fluid flow [106]. In integral form they 
can be applied to an arbitrary moving and deforming volume (arbitrary Lagrangian Eulerian (ALE) formulation 
[107]) and can be solved on time dependent grids in three-dimensional space thus allowing deformable and 
moving bodies, e.g. if structures subjected to blast are deformed or overthrown [106],  
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𝑑

𝑑𝑡
∫ 𝑈 𝑑𝑉 =  ∮ (𝐿 + 𝐾) 𝑛𝑑𝑆

𝑆𝑉
,  

𝑈 = (1, 𝜌, 𝜌𝒗, 𝑒𝑡𝑜𝑡)𝑇 ,   𝐿 = (𝒗, 0, − 𝝈, −𝝈𝒗 + 𝒒)𝑇 ,   𝐾 = 𝑈(𝒘 − 𝒗),  

(14) 

where the column matrix 𝑈 contains the set of conservative time and position-dependent variables density 𝜌, 
mass flow density 𝜌𝒗 and total energy per volume 𝑒𝑡𝑜𝑡 = 𝑒 + 𝑣2/2 with the internal energy 𝑒, material 
velocity is given by the vector 𝒗 with absolute value 𝑣 = |𝒗|, 𝝈 is the stress tensor, and 𝒒 is the heat flux 

vector, 𝒘 is the externally supplied velocity field, the column matrix 𝐿 is the Langrangian flux density, and the 
column matrix 𝐾 is the convective flux density. The equality in (14) ensures the conservation equations for 
mass, momentum and energy in an abstract form (geometrical conservation law for the size of the control 
volume) [106].  

To solve (14) in a unique way an equation of state is missing (EOS). In case of air the compressible fluid can 
be considered as inviscid (without friction) and not heat-conducting. In this case 𝒒 = 0 and 𝝈 = −𝑝𝑬, where 

EOS 𝑝 = 𝑝(𝜌, 𝑒) is used and the unit matrix 𝑬, i.e. 𝜎𝑖𝑗 = 𝑝 𝛿𝑖𝑗 using three-dimensional Kronecker delta. For 

instance using the calorically perfect gas approximation [108], 𝑝 = 𝜌(𝛾 − 1)𝑒, with 𝛾 = 𝐶𝑝/𝐶𝑣 the adiabatic 

index and 𝑒 = 𝐶𝑣𝑇 the internal energy per unit mass, where 𝐶𝑝 is the specific heat capacity at constant 

pressure and 𝐶𝑣 is the specific heat capacity at constant volume.  

 

Structural dynamics is described using a Lagrangian description with primitive variables (see e.g. [109]), where 

the conservation of mass, momentum and energy respectively read [106], using the material derivative 
𝐷

𝐷𝑡
=

𝜕

𝜕𝑡
+ 𝒗 ⋅ 𝑑𝑖𝑣(•), 𝒇 being the vector of body forces, and again neglecting heat flow for fast processes,  

𝐷𝜌

𝐷𝑡
+ 𝜌 𝑑𝑖𝑣(𝒗) = 0,

𝐷𝒗

𝐷𝑡
= 𝒇 +

1

𝜌
 𝑔𝑟𝑎𝑑 (𝝈),   

𝐷𝑒

𝐷𝑡
= 𝒇𝒗 +

1

𝜌
𝑑𝑖𝑣 (𝝈𝒗).   (15) 

Equation (15) needs as an additional equation a material model of the form 𝝈 = 𝝈(𝝐, �̇�, 𝑇), where 𝝐 is the 

strain tensor, �̇� =
1

2
(𝑔𝑟𝑎𝑑(𝒗) + 𝑔𝑟𝑎𝑑(𝒗)𝑻) is the strain rate tensor and in general for the temperature 𝑇 =

𝑇(𝑒, 𝜌) holds [106], see [110]. Equation (14) and (15) are propagated using initial and boundary conditions, 
respectively.  

Coupling of the compressible fluid and the structural simulation is required for all coupling surfaces 𝑆𝑐𝑝𝑙 of 

the structure that are surrounded by the fluid, excluding possibly boundary conditions, e.g. bottom of wall or 
house [106]. In general, at the surface the marital velocity 𝒗 for fluid and solid must be equal, the surface 
stress (traction) 𝒕 = 𝝈𝒏, the temperature 𝑇, and the heat flux 𝒒𝒏 [106]. Due to inviscid fluid, only stress and 

tension perpendicular to surface is possible, also only velocities of solid perpendicular to surface have 
influence on fluid. Furthermore, heat conduction is neglected and hence the last two conditions are dropped. 
So, the remaining boundary conditions for all coupling surface points 𝒓 ∈ 𝑆𝑐𝑝𝑙 read, e.g. 𝑝fluid = 𝑝fluid(𝒓), [106] 

𝑝fluid = −𝒏(𝝈𝑠𝑡𝑟𝑢𝑐𝑡𝒏),    𝒏𝒗fluid = 𝒏𝒗𝑠𝑡𝑟𝑢𝑐𝑡 . 
(16) 

In summary, we see that for solving such coupled continuum equations for structural resilience response and 
counter measure assessment, at least the following inputs are required: geometrical information, boundary 
condition information, e.g. where and how are objects fixed, how are they connected, material model 
information for fluids in terms of equation of state (e.g. air, water, compressed gases, etc.) and material 
model in case of structures (e.g. steel, concrete, window glass, brick walls, etc.). This is confirmed by 
applications of the approach for assessing efficiency of blast walls [111], transport infrastructure [112], or 
structures under seismic excitation [113]. Within such frameworks loading conditions are part of the model or 
are dynamic boundary conditions, e.g., to simulate free field explosions. Effort for such simulations is 
significant in terms of expertise and also often regarding simulation time due to the need to assess multiple 
scenarios. The models claim predictive capability, thus also improved scenarios can be assessed and optimal 
protection mechanisms can be identified. Statistical and expected systematic variations can be covered, 
however, even single scenario computations are relative resource intensive.  

4.3 Graphical and physical-engineering network simulation  
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Network or graph structures are suitable to describe classical infrastructures such as supply (e.g. water 
distribution [114], electricity [115], gas [116], oil), disposal networks (wastewater, waste), transportation [117] 
(railways [118], urban transport [119], highways, main airports), health care, hospitals, banking backbones as 
well as more recent critical infrastructures such as mobile communication grids (radio masts, space-based), 
internet and mobile digital services, and cyber grids [120]. Basic modelling elements include vertices, nodes or 
points, and their potential single or multi-directional connections called edges, links or lines. Under reasonable 
assumptions, the type of graph is in general an undirected multigraph allowing for loops,  

𝐺 = (𝑉, 𝐸),   𝑉 = {𝑣𝑖}𝑖=1,2,…,𝑁𝑉
,  

𝐸 = {𝑒𝑖}𝑖=1,2,…,𝑁𝐸/2

= {𝑒1 = (𝑣𝑖1
, 𝑣𝑖2

), 𝑒2 = (𝑣𝑖3
, 𝑣𝑖4

), … , 𝑒𝑁𝐸/2 = (𝑣𝑖𝑁𝐸−1
, 𝑣𝑖𝑁𝐸

) |𝑣𝑖1
, 𝑣𝑖2

, … , 𝑣𝑖𝑁𝐸
∈ 𝑉},  

(17) 

 

where 𝑉 is a nonempty finite set of 𝑁𝑉 distinct vertices and 𝐸 is a non-empty set of 𝑁𝐸/2 edges. By definition 
edges are directed (e.g. for 𝑒1 from 𝑣𝑖1

 to 𝑣𝑖2
) and may connect with the same vertex, e.g. when an airplane 

flies back to start airport in case of disruption, as well as the same two vertices may be connected with serval 
edges, e.g. when there are two distinct railway transportation routes between two cities. Also, some vertices 
may not be connected at all with any other vertices by an edge.  

Edges may be colored as sources (producer) or sinks (consumer) or both (prosumer) of objects or services 
distributed via the graph (colored graph or network). Then such questions may be formalized and answered 
for supply grids (and similarly for disposal and mixed grids):  

(i) Number of consumers connected with any producer (supplied consumers);  

(ii) Number of (completely or in parts) alternative connections along distinct edges (degree of 
redundancy of supply);  

(iii) Ranking of vertices or edges regarding criticality for supply of defined subset of consumers 
(how many vertices are not supplied anymore if vertex or edge fails);  

(iv) Number of alternative sources for each vertex consumer;  

(v) Minimum number of vertices or edges to achieve isolation of one up to all sources;  

(vi) Distance between sources and consumers in terms of minimum number of vertices in 
between;  

(vii) Number and scale (e.g. in terms of sources per consumer) of islanding options in terms of 
independent sub-graphs ensuring supply of all consumers. 

If additional information is available for vertices or edges more quantitative grid assessments are feasible. 
Additional information may include abstract capacity statements such as minimum and maximum inflow at 
each vertex (e.g. maximum capacity of freshwater well), minimum and maximum outflow at each vertex (e.g. 
minimum and maximum consumption of hospital), and minimum and maximum throughput for each edge 
(e.g. capacity of electrical power line section):  

{𝑣𝑖
𝑖𝑛 𝑚𝑖𝑛},   {𝑣𝑖

𝑖𝑛 𝑚𝑎𝑥},      {𝑣𝑖
𝑜𝑢𝑡 𝑚𝑖𝑛},   {𝑣𝑖

𝑜𝑢𝑡 𝑚𝑎𝑥}, {𝑒𝑗
𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑚𝑖𝑛

},   {𝑒𝑗
𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑚𝑎𝑥

}.  (18) 

Already (17) and (18) lead to some consistency requirements, when asking for a possible solution of the 

graph. If 𝑣𝑖
𝑖𝑛 𝑚𝑖𝑛 > 0 for some vertex, i.e. vertex is source, then there must be a single directed edge 𝑒𝑗 away 

from 𝑣𝑖 , in case 𝑣𝑖
𝑖𝑛 𝑚𝑖𝑛 > 𝑣𝑖

𝑜𝑢𝑡 𝑚𝑎𝑥 , i.e. vertex cannot consume all it generates, such that at least 𝑣𝑖
𝑖𝑛 𝑚𝑖𝑛 −

𝑣𝑖
𝑜𝑢𝑡 𝑚𝑎𝑥 ≤ 𝑒𝑗

𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑚𝑖𝑛
. Alternatively, there must be several edges away from 𝑒𝑗 such that the minimum 

inflow can be directed in further graph parts. In this way, for each vertex and edge certain requirements must 
be fulfilled. This shows that solution options may be restricted or be lost in case of disruptions, i.e., lost 
vertices or edges. On the other hand, often vertices and edges can be assumed to have very high throughputs, 
such that bus solutions can be found, i.e. only connection to source matters for consumers and sufficient over 
source input, as in case of local electricity distribution grids [86]. If (18) quantities are given, even in a 
statistical form (i.e. probability of flow connection), and if there are many nodes and edges between sources 
and consumers, e.g. multiple pipeline segments, stations, hierarchies of distribution, also percolation questions 
(flow throughput at system level) may be formulated, e.g. in transportation networks for cities [117].  
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Finally, if further additional information for edges is provided, e.g. such as distance along edge 𝑟𝑗 = 𝑟(𝑒𝑗), 

height-profiles or a least height differences between vertices, cross-sections per resolved edges, dynamic 
flow simulations are accessible, for instance for gas grids [121] [122] [123] beyond graphical models [124], 
also in case of major disruptions where some vertices are not supplied anymore. More detailed simulations 
could even consider environmental temperatures and related heat flows, external pressures, cross-section 
changes and bending of pipelines, or corrosion effects due to gas flow.  

Graphical-topological or quantified network models are simulation approaches of choice for genuine network 
critical infrastructures. In the first case many generally known quantities and effects can be searched for 
within a given network, e.g. regarding optimal selection of hierarchy levels and nearest neighbor connections 
given certain disruption patterns. CI networks are spatial-temporal cyber-physical systems, where the 
challenge is to avoid oversimplification while too much detail renders quantitative physics-engineering 
simulation impossible. An option could be to add additional network properties only if found necessary to 
explain observed or reasonably expected effects, while allowing for emergent grid properties to occur due to a 
comprehensive set of potential disruptions.  

5 Classification of simulation methods regarding usefulness for resilience analytics 

Section 0 allows to define key properties of first principle simulation methods as relevant for analytical 
resilience assessment on system level. The simulation approaches are listed in the first column of Table 1 as 
presented in section 4. For the first-principle model-based resilience simulation methods, section 0 identified 
feasible contributions at an abstract level. The present section now resolves more specifically to which 
analytical resilience assessment step the sample methods can contribute. Resilience assessment schemes or 
frameworks as indicated in Figure 1 are not resolved, since they are considered more arbitrary when 
compared to the requests of analytical quantification schemes of risk control and resilience enhancement as 
presented in section 0.  

Table 1 shows that the basic point mass ersatz model, the coupled continuum simulation as well as the graph 
and network theory approach (see column headings 1 to 3) can contribute to almost all requirements of 
analytical system resilience assessment (see first column items 1 to 15), see the graded green color coding in 
Table 1. If not understood as an abstract way to model system static and dynamic loading and response, in 
particular in case of the point mass ersatz models, the first two models are rather restricted in their coverage 
of possible threats and resilience measures to mechanical-physical static and dynamic events. The graph 
theory or network theory based approach is more flexible, requires however the modeling of corresponding 
types of systems as well as interdependencies, e.g. organizational/operator and cyber effects on physical grid.  

Regarding dynamic unfolding of event chains as disruptions occur, the ersatz model is a limited description of 
representative points’ movements, the continuum model covers time evolution of physical-engineering models 
where snapshots can be interpreted, see Table 1 for more details. However, both lack coverage of response 
and recovery beyond built-in material-structural properties, e.g. elastic behavior, shape memory or self-
healing effects, e.g. actual rebuilding models or similar due to their low abstraction level. Thus, causal chain 
generation and the assessment of effect of resilience improvement measures and treatments of undesired 
causal dependencies is restricted to structural-material prevention, improved elastic response or graceful 
absorption or system mechanical-structural degradation with acceptable consequences.  

The model parameters in general increase from left to right in Table 1. However, the coupled continuum 
modelling uses this for specific higher structural-material system resolution. Whereas the graph and network 
models require more parameters for providing more dependencies between subsystems in terms of 
structural-topological information and in terms of coupling strengths and subsystem modeling, in particular 
when going beyond input-output models, see e.g. [125] [126] [127].  

For instance, when studying the resilience of power grids in the context of the energy transition in Germany 
[128], a physical-engineering network simulation approach is used to model the influence of larger or smaller 
power outages on power-dependent and in general interdependent critical infrastructure elements of a city, 
including, inter alia, hospitals, medical practices, food shops, industrial sites, water supply, and police stations. 
Damage cascades are triggered and can be quantified based on the mutual interdependencies to assess the 
gradual decay of public services and economy over hours, days and weeks. 

An efficient combination and joint employment of the three detailed first principle simulation approaches of 
Table 1 is that point mass models can be used to summarize coupled fluid-mechanical simulations of 
disruption event effects. Then the former can be used to provide resource-efficient input for assessing local 
dependencies  
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Table 1. Classification of first principle simulation methods of resilience of systems. Table gives contribution 

of simulation methods (listed from left to right) to requests of analytical system resilience analysis methods. 
Green color coding grade indicate suitability of simulation model for providing input to analytical risk and 
resilience assessment requests.  

Resilience analytics 

request versus 

fulfillment by 

system resilience 

simulation 

1. Single and 

multiple degree 

of freedom 

ersatz models 

2. Physical-engineering 

coupled continuum 

simulation 

3. Graph based and 

physical-engineering 

Network simulation 

1. Coverage of risk 

on resilience types, 

including combined 

threat vectors  

As is restricted to 
mechanical 
loading threats 

Restricted to mechanical 
fluid-dynamic threat subset. 
Covers time dependent and 
resonance effects.  

Only disruptions covered that 
can be related to at least one 
sub-grid. Matching between 
threat type and system aspect 
modeled use of corresponding 
graph is necessary. E.g. to 
model cyber effects on 
physical grids.  

2. Resilience 

dimensions covered, 

e.g. system layers, 

technical resilience 

capabilities 

Physical-
engineering layer 
only 

Physical-engineering layer 
only; Could model interface 
to steering systems and 
cyber systems, by modelling 
actuator with high 
resolution.  

See above 

3. Assumption of 

independency of 

single risks on 

systemic resilience 

Not assumed as 
sequential 
loadings and 
resonance effects 
can be covered. 
However, loadings 
need to fit in 
model frame.  

Not assumed. Dynamic 
boundary conditions can 
cover up to long-term 
dynamic mechanical 
loadings. Type of threat is 
limited.  

No, as simultaneous and 
sequential transient 
considerations are feasible 

4. Overall Risk 

acceptance criteria 

employable, e.g. 

individual, profile 

risk, location 

dependent, collective 

If several ersatz 
models are 
considered for all 
objects at risk 

Complex damage models 
can be built based physical-
engineering criteria, e.g. 
maximum strain, stress, 
deformation, etc.  

Vertices, edges and sub-grids 
can be assessed to obey 
these quantities or proxies 
thus individual and collective 
criteria are accessible 

5. Consideration of 

resilience aversion 

feasible 

Within evaluation 
process feasible 

See left Could be built into model by 
aggregating counter effects in 
case of partially major losses 
in part of grid.  

6. Determination of 

effect of 

preparation, 

detection and 

prevention of 

disruptions 

Not explicitly. 
Effect on ersatz 
model must be 
assumed.  

Prevention efforts can be 
part of simulation of 
unfolding physical threat 
potential, e.g. using dynamic 
change of geometry of 
objects at risk 

Could be considered in terms 
of changing capabilities of 
vertices and edges to prevent 
event, to fast response, in 
case of similar attacks. Also, 
overall weakening effects can 
be considered.  

7. Determination of 

initial or maximal 

damage effects after 

absorption 

Yes, in terms of 
maximal 
elongation 

Yes, based on physical 
engineering effects, e.g. 
displacement, expected 
crack-distribution, etc.  

Yes, based on multiple 
qualitative and quantities 
measures, e.g. customers 
served, response time, 
consideration of regions, etc. 
However, requires 
quantification of graph model.  

8. Determination of 

immediate response, 

No Only if part of modelled 
response mechanism of 

Yes, by assuming (immediate) 
repair schemes and by 
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e.g. stabilization post 

disruption 

structures comparing their efficiency. 
Suited for 𝑁 − 1 redundancy 
assessment, common cause 
and root cause assessment.  

9. Coverage of 

intermediate 

recovery steps 

No, requires ersatz 
model sequence, 
i.e. beyond single 
model 

Only if response can be 
incorporated in material 
models and failure modes 

Yes, by using (long-term) 
repair and improvement 
models.  

10. Final asymptotic 

system recovery or 

improvement 

assessment 

See above See above Yes, see above 

11. Effects of 

adoption and 

learning of system 

regarding risk 

control and 

resilience 

Model parameters 
can be modified 

System geometry, material 
and failure mechanisms can 
be modified;  

Yes, see above. In addition, 
learning thresholds can be 
defined covering architectural 
and parametric changes 
based on past event 
evaluation.  

12. Contribution to 

structure of 

Bayesian network or 

generalizations 

Only within 
restricted 
application 
domain if already 
covered model 
parameter ranges 
are considered.  

Required is generic model 
that describes variation 
options at system model 
level covering structural 
changes and material 
changes. Can be used to 
identify potential effects of 
disruptions on system at risk 
and its response options.  

Graph or network can be 
translated or abstracted into 
dependency network, e.g. by 
assuming that vertices that 
are connected also affect 
each other along allowed 
edge directions or beyond. 
Insight expected if such direct 
mapping are abstracted.  

13. Parametrization 

of probabilistic 

graphical models   

As above Quantification of response 
paths. Restricted to 
dependencies that can be 
modeled in physical-
structural domain. 

Effects can be resolved and 
quantified up to highest 
network resolution. However, 
restricted to properties 
modeled with (extended) 
graphical network 

14. Causal inference 

for resilient systems  

As above Quantification of cause-
effect paths on system 
variations 

Causal inference can be very 
high resolving, or abstract 
when averaging over 
realization options, e.g. effect 
of nearest neighbor 
disruption, etc. 

15. Assessment of 

effect of resilience 

interventions 

As above Comparison of cause-effect 
paths on system variations 
in presence of additional 
resilience interventions 

Yes, by considering structural 
and quantitative modified 
networks, or by adding 
dynamic modifications to 
network  

and effects of disruption events within graph and network simulations. However, if spatial distribution and 
analysis matter to cover common cause effects as caused by large scale loadings such as (sea) floods, storm 
loading, impact or explosive loading, the simulation on these scales is required to take account of cascading 
effects and resulting common cause effects. An approach in this direction is [129]. 

Further model-based simulation methods of system resilience include system structure and dynamics 
informed Monte-Carlo simulation of agents (see e.g. for an airport checkpoint application example [130] 
[131]), random matrix theory applied for modelling of partially unknown systems (see e.g. for an application 
to distributed edge communication system for vehicles [132]), structural assessment based on probabilistic 
frameworks (e.g. [133]), as well as application domain specific physical-engineering simulations for modelling 
of physical hazard or disturbance propagation, e.g. of effect of disturbances on short-range ultrasound 
communication [82], of fragments in air [134] [56], or with very high resolution of potential initial unintended 
triggering events of explosions [135].  
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6 Conclusions 

The paper provided an approach to better classify and select for application purposes first-principle resilience 
simulation methods that claim to generate model-based (socio) technical simulation of risk control and 
resilience. Such approaches compute, ideally without any rescaling, risk and resilience quantities based on 
controlled and understandable model properties and parameters. 

The assumption was made that for resilience management and improvement frameworks are employed that 
can be summarized using joint risk control and resilience analytical approaches. For instance, in terms of: 
nested tables and matrices to summarize results, e.g. on system elements, system functions, potential threats 
and disruptions; risk and resilience ranking on system level using different risk and resilience quantitative 
aspects; and risks on resilience can be evaluated and the most suitable counter measures can be selected and 
implemented.  

Any such framework was assumed to be fed from one or more formal risk control and resilience assessment 
analytical approach, several of which were introduced and characterized. This ranged from risk on systemic 
resilience approaches and their risk aversion aware evaluation, to incorporating resilience dimensional aspects 
for risk control and resilience quantification, to logic and temporal dependency chains as extension of 
conditional vulnerability expressions and finally causal dependencies using probabilistic belief networks.  

Such formal analytical overall risk and resilience (semi) quantification approaches were found to be 
sufficiently well defined to derive requirements on expected outputs from first-principle approaches. If the 
latter can provide valuable input to analytical approaches it can be expected that they fit well into current 
resilience assessment frameworks. Strengths and weaknesses of the simulation approaches can be identified 
regarding their application scope, level of (spatial) resolution, types of known and unknown threats covered, 
coverage of systemic aspects, flexibility to extend simulations, number of parameters needed, resources 
needed for set-up and operation of models and simulation runs.  

Regarding the sample simulations considered it was found in summary that abstract quantitative ersatz 
models are flexible and predictive within pre-evaluated application domains only. Computational continuum 
mechanical simulations are highly resolving but limited to corresponding threats, response and recovery 
mechanisms. Graph based approaches are flexible regarding subsystem dependencies but require additional 
input for quantitative predictive network modelling. Different system layers can be covered, however, coupling 
models add additional challenges regarding parameterization and different time scales during modelling.  

Future system resilience quantification classification could significantly extend the list of resilience analytical 
approaches considered as well as the number of numerical ab-initio simulations. As requests of analytical 
methods overlap, it can be expected that a certain convergence of resilience analytical classification options 
will be identified. This is expected to be somewhat in contrast with the set of methods for systemic risk 
control and resilience assessment methods, as they are expected to cover more and more seldom, rare, 
unexpected and unexampled disruption effects. This requires an increasing model complexity, e.g. using 
system-informed variations of Monte-Carlo simulations (classical, pseudo, surrogate), and random matrix 
system theory. The presented approach could be used to guide resilience simulation model complexity 
increase using overall systemic resilience assessment relevancy, in particular to ensure that key requests are 
covered such as coverage, option for identification of causal chains or dependencies, inference on failure root 
causes and resilience treatment efficiency assessment for key causal dependencies.  
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2.1 Resilience of Ukraine's critical energy infrastructure. Challenges of war time. 

Andrii Davydiuk, G.E. Pukhov Institute for modelling in energy engineering, Kiev, Ukraine, 
andrey19941904@gmail.com 

Abstract 

During the Russian-Ukrainian war, Russia has launched mass rocket attacks on critical energy infrastructure 
facilities and carried out cyberattacks targeting vital information systems within the energy sector [1, 2]. The 
objective behind these actions against Ukraine is to inflict economic damage, exert psychological pressure on 
the population, diminish the defensive capabilities, and provoke cascading effects on the economies of other 
European and global countries. 

Following the disruption of energy facilities in Ukraine, the primary cascading effects have resulted in issues 
with communication, logistics, water supply, and financial services. Problems in these sectors have triggered 
irreversible consequences in fields such as healthcare, food industry, military operations, and so forth. 

The purpose of this article is to illustrate the most critical impacts of combat actions on the energy 
infrastructure using Ukraine as an example. Specifically, it aims to establish the interdependencies of other 
sectors of the economy on energy and the dependence of the energy sector on other economic sectors. 
Additionally, it seeks to identify possibilities to minimize Russia's influence on Ukraine's energy infrastructure. 

 

1 Russian activity on energy front 

During the annexation of Ukrainian territories, Russia seizes objects of critical energy infrastructure in Ukraine. 
Since the beginning of the war, significant changes in Ukraine's energy infrastructure in 2014 can be 
highlighted. Specifically, the cessation of services by certain fuel and energy complex facilities due to their 
occupation in the territory of the Autonomous Republic of Crimea and the Kherson region. The halt of coal 
exports from the seized mines due to the impossibility of transportation (destruction of enterprises, transport 
routes, blockade of mine operations, enrichment plants, coal extraction). Sabotage of transportation 
infrastructure for supplying coal to Luhansk Thermal Power Station. Shelling of thermal power plants (TPPs) 
and disabling TPP equipment, power lines, transformers. As a result, on July 3, 2014, at Sloviansk Thermal 
Power Plant, there was damage and ignition of two self-consumption transformers, with a fuel oil tank of 
2,000 tons. The damage led to the disconnection of the last two power transmission lines: 330 kV "Sloviansk 
TPP - Zmiivska TPP" and 220 kV "Sloviansk TPP - LYP". In June 2014, in the Sloviansk district, 11 power 
transmission lines and 88 transformer substations were eliminated, limiting power supply to certain 
settlements and enterprises. During the night of October 8, 2014, 14 artillery shells hit the territory of 
Luhansk Thermal Power Station; the station was shelled with small arms. One shell hit the station block, 
causing its shutdown. On October 9, the TPP transformer was damaged. Overall, out of 22 high-voltage power 
lines near the station, 18 were damaged. Transformer substations in Luhansk and Donetsk were repeatedly 
disabled. On June 7, an electric substation was blown up at Luhansk Airport, which provided power to the 
airport. On June 8, a transformer substation was blown up in Mariupol, resulting in the discontinuation of 
power supply to the television center and TV tower, halting television broadcasting. In May-June 2014, there 
were three explosions on the high-pressure gas pipeline Urengoy-Pomary-Uzhhorod in the Ivano-Frankivsk 
region. On June 17, there was an explosion on a section of the Urengoy-Pomary-Uzhhorod gas pipeline in the 
Poltava region. All incidents shared a common feature - explosive devices were placed on the ground under 
the gas pipeline. The interruption of transit (supply) of gas did not occur due to the existence of a branched 
gas pipeline system (backup pipelines and bypass routes) [3]. In the Luhansk and Donetsk regions, gas 
networks and gas distribution stations that supplied gas to settlements were repeatedly damaged. The 
destruction of enterprise infrastructure, both due to hostilities and for the purpose of selling as scrap metal 
(dismantling of industrial enterprises, mines, railway and tram tracks), and their export for scrap (looting and 
plundering) [4]. Repeated damage to water supply systems and pumping stations near Sloviansk, Shchastia, 
and Stanytsia Luhanska. In June 2014, pumping stations near Sloviansk were repeatedly damaged. Militants 
repeatedly seized the pumping station, shelled it, and obstructed its repair. On June 7, 2014, a bridge 
transporting coal to Luhansk TPP was blown up. It was impossible to restore the bridge due to resistance from 
militants [5]. 

In 2015, Russia's destructive impact on Ukraine's energy infrastructure persisted, including the halt of coal 
exports from captured mines due to the impossibility of transportation (destruction of enterprises, transport 
routes, blockage of mine operations, enrichment plants, coal extraction). Sabotage of transportation 
infrastructure for supplying coal to Luhansk and Vuhlehirska Thermal Power Stations [6]. Shelling of thermal 
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power plants (TPPs) and disabling TPP equipment, power lines, transformers). Since the summer of 2014, 
Luhansk Thermal Power Station has been repeatedly under fire, resulting in a complete shutdown of the 
station's internal generating capacity and, consequently, disruption of electricity supply to consumers 
(generating units, power lines, transformer substation on the station's territory were disabled). On March 10, 
2015, due to shelling, two high-voltage lines, 220 kV "Lysychanska" and 110 kV "Novoaydarska," damaged 6 
km from Luhansk TPP, were automatically disconnected, leading to the shutdown of TPP generating units. The 
shutdown of TPP operations (as well as damaged lines) resulted in a complete cessation of electricity supply 
to the northern, non-occupied regions of Luhansk Oblast due to the emergence of alternative power sources. 
Transformer substations in Luhansk and Donetsk were repeatedly without power. On July 27, 2015, 
Vuhlehirska TPP was deliberately shelled with artillery guns. Critical elements were disabled as a result of the 
shelling, leading to the station's shutdown [7]. On July 28, Donetsk Oblast suffered extensive power outages 
after Vuhlehirska TPP was shelled with mortars, causing the shutdown of one power unit. Most of Luhansk 
Oblast was left without electricity [8]. On August 3, 2015, Vuhlehirska TPP ceased operations again due to 
continuous shelling, as departure lines 330 kV "Donbas-1" and "Donbas-2" were taken out of service [5]. On 
February 17, 2015, Vuhlehirska TPP, along with other consumers in Donetsk Oblast, lost gas supply due to 
water supply issues from the main branch "Novopskov-Kramatorsk." In Luhansk and Donetsk Oblasts, gas 
networks and gas distribution stations supplying gas to settlements were repeatedly damaged. On June 12, 
2015, due to targeted artillery shelling, the "Kramatorsk-Donetsk" main gas pipeline was damaged. This route 
had no alternative pipelines or other gas supply routes. Large cities - Mariupol, Berdyansk, and nearby towns 
faced the threat of gas supply disruption. Companies and the population were forced to suspend operations 
(gas consumption). The destruction of enterprise infrastructure, both due to combat actions and for the 
purpose of selling as scrap metal (dismantling of industrial enterprises, mines, railway and tram tracks). 
Troitske village (Luhansk Oblast) was left without electricity in June 2015 due to shelling; however, restoring 
electricity was impossible as transformers were cut for scrap metal by local residents. Repeated damage to 
water supply systems and pumping stations near Popasna, Shchastia, and Stanytsia Luhanska. In May 2015, 
repair teams near Mayorsk (Donetsk Oblast) were shelled, disrupting repair work on the "Seversky Donets - 
Donbas" canal. In June 2015, residents of Krasnohorivka and neighboring Maryinka in Donetsk Oblast lived 
without electricity for more than two weeks and faced water supply problems (due to pump shutdown). 
Snipers from the Donetsk People's Republic shot at electricians, preventing them from carrying out repair 
work. From June 2014 to June 2015, ten personnel of Donetskoblenergo's repair team were killed, and 16 
were injured [5]. 

In 2016, in the temporarily occupied Horlivka, a group of militants led by the head of the power grid 
enterprise, established by the 'DNR' authorities, seized the premises of the Donbas Power System (ES) of the 
state enterprise 'NEC 'Ukrenergo' [9]. 

In 2022, in the first days of the invasion, on February 24-25, the Chernobyl Nuclear Power Plant was seized. 
The military vehicles of the occupiers entering the territory raised a significant amount of radioactive dust, 
leading to an increase in the radiation background. Russian invaders captured the Zaporizhzhia Nuclear Power 
Plant on March 3-4, despite the heroic attempts of the residents of Energodar and the Ukrainian Armed 
Forces to prevent this. The occupants bombed the training center and later declared ZNPP as 'property of 
Rosatom.' Officially, Rosatom did not recognize this. On March 16, due to enemy shelling, a high-voltage 
power line ZNPP - Kakhovska 750 kV was damaged. Repairmen from NEC 'Ukrenergo' fixed it on March 19. 
Currently, 2 out of 6 power units are operational at the NPP. The capture of the Zaporizhzhia Nuclear Power 
Plant, which accounts for about 30% of electricity generation in Ukraine [10], and the blowing up of the dam 
at the Kakhovska Hydroelectric Power Station [11] by Russia confirms the prioritization of Russia's goals in the 
energy sector. Since the start of Russia's full-scale invasion in 2022, Ukraine has had a surplus of electricity 
and continues to be a supplier of cheap electricity to the countries of the European Union. Therefore, the 
cascading effects of disrupting Ukrainian energy infrastructure extend beyond Ukraine's borders. The Ohtyrka 
Thermal Power Plant was completely bombed by Russian occupiers. It provided electricity and heat energy to 
enterprises and residents of the city of Ohtyrka. The Luhansk Thermal Power Plant was shelled from the 
occupied territories of Luhansk region. The neutron source nuclear facility was a scientific nuclear facility 
bombed by Russian occupiers in Kharkiv on March 6. It has been switched to 'long-term shutdown' mode. 
Research conducted at the facility for peaceful purposes was funded by international projects. Also, Russian 
occupiers are systematically destroying and looting green energy facilities: shooting at solar panels and 
stealing equipment. Some of these objects belong to foreign investors. Aviation strikes and artillery 
bombardments by Russian occupiers caused significant damage to Ukraine's gas transportation network. 
According to one of the largest gas suppliers, as of March 5, 2022, 58,000 households were left without gas 
[12]. In November 2022, a Russian mass rocket attack on energy infrastructure objects led to blackouts at all 
Ukrainian NPPs: power units were emergency shut down and switched to diesel generators - the last hope for 
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power supply. 'It was a real threat of repeating the 'Fukushima' scenario and a nuclear catastrophe that would 
affect all humanity. This is nothing but nuclear terrorism,' emphasized Herman Halushchenko. Ukrainian 
energy infrastructure facilities were rebuilt under Russian control from the very beginning of the full-scale 
invasion, and since October 2022, Russians have pursued its complete destruction. About 50% of the energy 
infrastructure suffered from shelling [13]. In light of this, the energy front, where Russia is waging war 
against Ukraine and the EU, can be distinctly highlighted. 

The existence of this issue poses additional risks in Russia's use of the cyber domain in their multi-domain 
operations. Research conducted by CERT-UA experts confirms the connection between cyberattacks and 
kinetic attacks on critical infrastructure. Even if it's impossible to directly influence the system's operation in 
cyberspace, sensitive data about electricity generation volumes, supply networks, peak loads, equipment used, 
and more become valuable information for causing maximum damage [14]. Since the start of Russia's full-
scale military invasion into Ukraine, over 1,200,000 cyberattacks have been carried out on energy 
infrastructure objects, whereas in the entire year of 2021, there were 900,000 recorded. This was stated by 
the Deputy Minister of Energy for Digital Development, Digital Transformations, and Digitization, Farid 
Safarov, speaking at the Energy Security Forum 2022 [15]. It's crucial to separately consider dependencies on 
the technologies used and equipment supplies, as these factors also create additional stability issues. 

2 Recovering model 

In light of the above, the question of restoring critical energy infrastructure arises. Let's describe a 
mathematical damage accumulation model that takes into account these indicators. 

𝐸𝑖 - Energy system component i;  

𝑅𝑖(𝑡) - Repair rate of component i at time t; 

𝐷𝑖(𝑡) - Damage level of component i at time t; 

𝐶𝑖𝑗 - Dependency coefficient between components i and j; 

𝑃𝑖 - Priority of restoring component i; 

𝑇- Total time for recovery. 

𝐷𝑖(𝑡 + 1) = 𝐷𝑖(𝑡) + ∑ 𝐶𝑖𝑗𝑗 ⋅ 𝑅𝑗(𝑡)     (1) 

This equation shows how damage accumulates in component i over time based on repair rates of 
interdependent components. It helps to describe repair rate model: 

𝑅𝑖(𝑡) = 𝑓(𝐷𝑖(𝑡), 𝑃𝑖 , 𝑜𝑡ℎ𝑒𝑟 𝑓𝑎𝑐𝑡𝑜𝑟𝑠)      (2) 

The repair rate function could be dependent on the current damage level, priority, and various other factors 
influencing the restoration process. After this we can describe objective function: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ ∫ 𝑅𝑖(𝑡)𝑑𝑡
𝑇

0𝑖        (3) 

This objective function could represent minimizing the overall repair time for all components. 

Constraints could involve resource limitations, interdependencies, and priorities: 

∑ 𝑅𝑖(𝑡)𝑖 ≤ 𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡    (4) 

Based on this the resilience function aims to provide a quantitative measure or assessment of how well the 
critical energy infrastructure can absorb disturbances, recover functionality, and continue operating efficiently. 
It helps in decision-making processes by evaluating different strategies to enhance the system's resilience 
against various threats or disruptions. 

𝑅𝑒𝑠𝑖𝑙𝑖𝑒𝑛𝑐𝑒 = 𝑓(𝐷𝑎𝑚𝑎𝑔𝑒 𝐿𝑒𝑣𝑒𝑙, 𝑅𝑒𝑠𝑡𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒, 𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑜𝑡ℎ𝑒𝑟 𝑓𝑎𝑐𝑡𝑜𝑟𝑠)  (5) 

 

3 Lessons learnt 

The application of a 'response plan,' involving the use of law enforcement and armed forces in predefined 
measures for preventing the seizure and protection of critical energy infrastructure upon reaching a specified 
threat level (acts of terrorism); Conducting explanatory work among the population, armed forces, and law 
enforcement regarding the importance of ensuring the functioning of critical energy infrastructure; 
Implementation of additional organizational and technical measures to protect critical infrastructure from 
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accidental damage; Establishing a communication system between conflicting parties, involving 
representatives of the conflict and impartial parties. Avoiding the placement of military formations (command 
centers) on or near critical energy infrastructure. Coordination of the protection of energy infrastructure in 
areas of armed conflict between armed forces and law enforcement agencies to prevent looting. 
Diversification of generation capacities across the country and decentralization of the energy system to 
enhance its resilience and adaptability. Introduction of modern, highly maneuverable, and more 
environmentally friendly generating capacities to strengthen the energy system's maneuverability. Increase 
the share of renewable energy sources in the energy system, tapping into the significant potential of clean 
and sustainable energy. Initiation of efforts to phase out and ultimately abandon the use of coal in line with 
commitments to Ukraine for reducing 𝐶𝑂2 emissions and contributing to global climate change mitigation 
efforts. Exploration of further possibilities to enhance the efficiency of nuclear and hydro energy use while 
maintaining an optimal energy balance. 

4 Conclusions  

Research in the field of resilience is crucial for Ukraine not only during wartime but also in the post-war 
reconstruction period, where the best practices in implementing energy sector resilience need to be 
considered. Such experience will also be valuable for countries facing unstable climatic conditions and 
increased risks of natural disasters. 

Hence, research on the resilience of the energy sector in Ukraine is important not just for the country itself 
but also for other nations. Ukraine and the EU are not the sole examples of energy cooperation globally, but 
presently stand as a unique instance of a country at war with substantial energy potential and numerous 
dependencies in the energy sector. This example allows for an analysis of resilience under heightened risks 
based on real events and their consequences. This analysis aims to develop approaches and methodologies 
for stress-testing critical energy sector assets and other related industries. 

Specifically, research in resilience aims to support decisions regarding the restoration of existing 
infrastructure, construction of new facilities, restructuring of power grids, and implementation of alternative 
energy sources. An example of resilience is seen in the transition of Ukrainian businesses and citizens to 
alternative sources of electricity such as generators, batteries, and the implementation of electricity outage 
schedules during the winter of 2023. The integration of alternative sources leads to increased service costs, 
which also restrict access for financially disadvantaged citizens. Therefore, organizational procedures and 
technical solutions form the basis of resilience, yet their implementation requires comprehensive risk 
management research. 
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Abstract 

Resilience is, in a broad sense, the capacity to withstand or recover quickly from difficulties / shocks. This 
paper focuses on the resilience of energy systems, specifically on the European Union (EU) natural gas 
system. The energy crisis started at the second half of 2021 has tested its ability to recover from a difficult 
situation. Before the energy crisis, the EU gas system relied heavily on Russian gas to meet its seasonal gas 
consumption. Almost two years later, the natural gas sector has proved resilient to adverse events 
jeopardizing the security of gas supply of the EU such as the decay of flows from Russia, gas price spikes or 
low levels of gas in storage. These triggering events have obliged policy makers to react swiftly in 2022 by 
adopting temporal regulations in record time, namely the new gas storage Regulation (EU) 2022/1032 and 
Regulation (EU) 2022/1369 on coordinated demand-reduction measures for gas, among others. The natural 
gas sector, as well as society, have also proactively implemented these political actions. The ultimate outcome 
has been the shift from a status quo relying on Russian gas to a new paradigm in which one of the main 
suppliers to the EU is the liquefied natural gas from all possible sources. This paper analyses how the 
resilience of the EU gas system has been tested since the beginning of the energy crisis by using publicly 
available data from ENTSOG Transparency Platform, ENaGaD database, and Gas Infrastructure Europe. In 
particular, we describe the triggering events of the energy crisis, the political proposals to strengthen the 
security of gas supply, and the consequences of such political reactions. 

1 Introduction 

A resilient system can be exposed to a shock, experience the negative impact of this shock, and then recover 
to its original state, or one of equal quality. Enhancing a system’s resilience therefore shifts the focus of 
common risk management strategies, which is minimising the likelihood and impact of defined risk scenarios, 
to maximising the impacts a system can withstand without a lasting loss of function. Assessing resilience 
prioritises assessing the system’s crisis preparedness, crisis response, and recovery period (Hosseini, Barker, & 
Ramirez-Marquez, 2016). Thus, the impact assessment is expanded to include not only system damage but 
also the cost of recovery efforts (Vugrin, Warren, & Ehlen, 2011). From this perspective, the likelihood of a 
shock occurring is no longer in focus, as real-world systems are certain to eventually be disrupted in some 
form.  

This is especially true for large-scale, complex systems exposed to a combination of technical, environmental, 
social, and political risks, such as the natural gas system of the European Union (EU). This system involves not 
only the natural gas infrastructure, but also the overarching policy and market framework of the EU and 
Member States (MSs), the geopolitical relations with external suppliers, and finally, the gas consumers within 
its boundaries. 

The function of the EU natural gas system is to provide a secure, affordable gas supply to the EU citizens. The 
EU has been working to improve the security of gas supply (SoS) since 2010, with the adoption of Regulation 
(EU) No 994/2010 (Regulation (EU) No 994/2010 of the European Parliament and of the Council concerning 
measures to safeguard the security of gas supply and repealing Council Directive 2004/67/EC, 20 October 
2010), which was replaced and enhanced by Regulation (EU) 2017/1938 (Regulation (EU) 2017/1938 of the 
European Parliament and of the Council concerning measures to safeguard the security of gas supply and 
repealing Regulation (EU) No 994/2010, 25 October 2017) several years later. This regulation is the reference 
legal text to safeguard the security of gas supply and strengthens the concept of solidarity among the EU 
MSs in case of need, which is vital for ensuring the gas flow to the EU (Fleming, 2019). However, this 
regulation has been supported by recently adopted legislative acts to face the current energy crisis, which has 
been characterised mainly by geopolitical and economic risks. Recent policy actions in the field of security of 
energy supply have been deemed necessary to counteract the potential deterioration of the security of supply 
in the EU. 

This paper reviews main drivers of the energy crisis as well as the legislative actions carried out by the 
European Commission (EC) during 2022 and 2023. In addition, we evaluate whether the EU natural gas 
system proved itself resilient during and after the 2022 energy crisis using the following metrics: (i) 
Underground Gas storage (UGS) filling level, (ii) gas demand reduction, (iii) gas supply diversification (share of 
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gas from Liquefied Natural Gas (LNG)), (iv) new infrastructure in the natural gas system, and (v) price 
developments. 

This paper is structured as follows. Section 0 briefly describes the triggering events of the energy crisis. 
Section 0 presents the legislative actions adopted by the EC in 2022 and 2023 in response to the crisis. 
Section 0 analyses the reaction of the natural gas system of the European Union before and after the 
adoption of the preventive measures. Finally, Section 0 duly concludes the paper. 

2 Triggering events of the energy crisis 

The 2022 energy crisis was brought on by a combination of factors. The accelerated economic recovery after 
the COVID-19 pandemic already strained energy supplies in 2021 (IEA). At this point, coming out of the winter 
2020/2021 gas withdrawal season, EU gas storage facilities were more depleted than they were on average 
after the previous winters. Gas price volatility already began increasing during the following summer of 2021, 
and the injection season did not recover gas storages to the typical filling level observed in the last years. 
Overall, the EU storages were 77% filled, but UGS facilities owned or operated by Gazprom, the Russian state-
owned energy corporation, remained especially depleted with a filling level below 30% by 1 November 2021 
(Fernandez Blanco Carramolino, et al., 2023). This left the EU gas system vulnerable to supply disruptions 
during peak demand periods in the cold winter months.  

When the gas supply from Russia started to diminish in winter 2021/2022, the combination of these factors 
exacerbated the issue into an energy crisis. Gas and electricity prices spiked for the first time in winter 
2021/2022 (Gil Tertre, Martinez, & Rivas Rábago, 2023). During this winter, the natural gas imports from 
Russia via Ukraine and Nord Stream I dropped by 107 TWh compared to the previous winter, representing a 
loss of 7% of total pipeline imports. The Russian invasion of Ukraine on 24 February 2022 worsened the 
political tension between Russia and the EU with severe impacts on the gas supply. On 31 March 2022, one 
day prior to the start of the gas storage injection season, Russia issued a decree mandating payments for 
natural gas supplies be made in roubles. At this point, EU storages were depleted to a filling level of 27%. In 
April 2022, Russia halted the gas supply to several EU countries (Bulgaria, Poland, Finland), and by June, with 
the capacity reduction of Nord Stream I, the gas flows from Russia to the EU were less than 30% of the 
average of the preceding five years (European Commission Directorate-General for Energy, 2022). The flow 
via Nord Stream I was completely halted on 1 September 2022, according to the ENTSOG Transparency 
Platform (ENTSOG, n.d.), and the following sabotage of the pipelines on 26 September 2022 rendered this 
interruption permanent (Jacobsen & Abnett, 2022). Overall, the EU natural gas system had to cope with 18% 
lower pipeline imports in the summer of 2022 compared to the summer of 2021 (Fernandez Blanco 
Carramolino, et al., 2023).  

Reduced nuclear and hydroelectric energy generation pressured the electricity supply during this summer, 
which in turn further burdened the gas supply (Gil Tertre, Martinez, & Rivas Rábago, 2023). The average 
seasonal gas price saw an almost ten-fold increase between winter 2020/2021 and summer 2022, and an 
all-time high price of 315 €/MWh was reached in August 2022. 

As opposed to the simple model of a system in equilibrium, which experiences a single shock, an impact, and 
then recovery, the EU natural gas system was repeatedly exposed to a multitude of difficulties over a long 
period of time, which eventually cumulated into a crisis. The system needed to prove its resilience to all of 
these shocks in a continuous manner, thus reacting quickly albeit smoothly to keep the security of gas supply 
by means of political actions or proposals. These political developments could be viewed as mitigation and 
preventive measures and are further described in the next Section 0. 

3 Political proposals as mitigation measures 

EU policy interventions are a key part of the resilience of the EU natural gas system. Before the 2022 energy 
crisis, several regulations had already put in place collective risk management strategies to protect the 
internal gas market and especially vulnerable customers such as households and businesses. When these 
preparations were insufficient to handle the extent of the 2022 crisis, EU policy-makers reacted quickly to 
coordinate an improved joint crisis response of the MSs.  

3.1 Preceding regulations 

Strengthening the natural gas system has been an EU priority since the First Gas Directive 98/30/EC of 1998 
but was first secured in regulation in 2010 (Directive 98/30/EC of the European Parliament and of the Council 
concerning rules for the internal market in natural gas, 22 June 1998). Regulation (EU) No 994/2010 on 
the security of natural gas supply in the EU was created after a commercial dispute led to Russia temporarily 
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stopping the supply of gas to Ukraine on 1 January 2009 (Regulation (EU) No 994/2010 of the European 
Parliament and of the Council concerning measures to safeguard the security of gas supply and repealing 
Council Directive 2004/67/EC, 20 October 2010). The regulation recognized the European dependency on third 
countries for natural gas and the resulting need to increase and to diversify the supply. Preceding directives 
98/30/EC (Directive 98/30/EC of the European Parliament and of the Council concerning rules for the internal 
market in natural gas, 22 June 1998) and 2003/55/EC (Directive 2003/55/EC of the European Parliament and 
of the Council concerning common rules for the internal market in natural gas and repealing Directive 
98/30/EC, 26 June 2003) liberalised the EU natural gas market, which now required new safeguards for 
security of supply within the limits of a reasonable burden on the market.  

The regulation confronted the experiences of the previous years that had unveiled a risk of MSs acting 
unilaterally in crises and thus jeopardizing the internal gas market and the security of supply. Solidarity and 
coordination became key tools for the primary goal of security of gas supply. Risk assessments, preventive 
action plans, and emergency plans became the tools for each MS to evaluate their security of supply and 
coordinate with other MS. The regulation also mandated enabling bi-directional flow capacity between MS, 
with exceptions. Households and their corresponding district heating systems, as well as essential social 
services were defined as protected customers, and optional protections for small and medium-sized 
enterprises were introduced. An infrastructure standard (“N-1 criterion”) was defined: the entire gas demand 
should be covered in the case that the single infrastructure delivering the largest share of the total gas supply 
to a country or region was interrupted. Additionally, a supply standard was defined to ensure a sufficient 
supply to cover the demand of protected customers during extremely cold periods and periods of high 
demand. Three crisis levels were defined: early warning, alert, and emergency. 

After the Russo-Ukrainian dispute escalated with the Russian annexation of Crimea on 20 February 2014, the 
2010 security of supply regulation was replaced by Regulation (EU) 2017/1938 (Regulation (EU) 
2017/1938 of the European Parliament and of the Council concerning measures to safeguard the security of 
gas supply and repealing Regulation (EU) No 994/2010, 25 October 2017). A stress test exercise in October 
2014 had revealed insufficiencies in the preceding regulation, specifically a need to strengthen and enhance 
existing solidarity and cooperation mechanisms in the Union. Risk groups of MSs were defined to create joint 
risk assessments, to further improve MSs preventive action and emergency plans using an EU-wide simulation 
of gas supply and disruption scenarios as input. Bi-directional capacity exemptions were re-examined under a 
broader scope of EU-wide security of supply, not only the scope of neighbouring MSs. The regulation also 
added the category of solidarity protected customers, next to protected customers, which could no longer 
include MSEs, and educational and public administration services. Solidarity flow capacity was clearly 
prioritized over storage filling firm capacities. 

3.2 Reactions to the crisis 

As electricity prices increased by 200% year-on-year in October 2021, the European Commission published a 
non-binding communication on the “energy prices toolbox”, which included suggested tools for MS to support 
gas consumers to handle price spikes, such as tax exemptions for vulnerable households and authorising the 
deferral of electricity bills (Tackling rising energy prices: a toolbox for action and support, 2021). 

On 24 February 2022, Russia invaded Ukraine. Within weeks, the Commission published the REPowerEU plan 
(REPowerEU Plan, 18 May 2022), another non-binding communication on short-term measures to protect 
consumers from price hikes and on securing the winter gas supply. It also defined three longer-term 
measures to secure affordable and sustainable energy supplies in the EU: (i) save energy via enhanced energy 
efficiency, (ii) diversify energy supplies, and (iii) boost renewable energies. 

As uncertainty over the security of gas supply in winter 2022 rose, the Regulation (EU) 2022/1032 on gas 
storage was proposed in March 2022 and then adopted on 30 June 2022 (Regulation (EU) 2022/1032 of the 
European Parliament and of the Council of 29 June 2022 amending Regulations (EU) 2017/1938 and (EC) No 
715/2009 with regard to gas storage, 30 June 2022). This regulation recognized that existing security of 
supply measures were insufficient in addressing increasing geopolitical risks, as was proven by the Russian 
weaponisation of the gas supply. Throughout the summer, gas supplies from Russia were interrupted in 
several countries and by June, gas flows from Russia had been reduced to less than a third of the average of 
the five preceding years. The regulation specifically highlighted the importance of UGS in buffering pipeline 
supply disruptions and introduced a general filling target of 80% by 1 November 2022, and of 90% by the 
same date of each year from 2023 onwards, with some exceptions. The storage filling levels were to be 
monitored and a number of tools were suggested to implement the targets, for example mandated minimum 
gas filling levels and discounts on tariffs. However, the solidarity mechanism was clearly prioritised over 
storage filling in case of emergency. Collaboration between MS with and without storages was encouraged. 
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As was previously declared in the REPowerEU communication, improving gas storage utilization was not the 
only means of securing the gas supply in the EU for the winter. The Regulation (EU) 2022/1369 on gas 
demand reduction was proposed in July 2022, and adopted on 5 August 2022 (Council Regulation (EU) 
2022/1369 on coordinated demand-reduction measures for gas, 5 August 2022). It encouraged MS to 
voluntarily reduce their gas demand by at least 15% from 1 August 2022 to 31 March 2023, compared to a 
reference period from 1 August to 31 March during the five preceding years. In case of a Union alert, this 
reduction would be mandated, with some limits in place (e.g. in case of an electricity crisis), and avoiding 
market distortion. Protected customers were once again clearly prioritized, and the importance of coordination 
among MS was highlighted. MS were encouraged to monitor the gas demand of industry, households and 
services, and the gas input for electricity and heat separately. 

As energy prices remained high at the start of winter 2022, Regulation (EU) 2022/1854 was adopted on 6 
October 2022 to protect consumers from high electricity prices by reducing demand and temporarily shifting 
the costs to energy producers via a revenue cap and a solidarity contribution (Council Regulation (EU) 
2022/1854 on an emergency intervention to address high energy prices, 6 October 2022). 

In December, two further regulations were adopted: Regulation (EU) 2022/2576 on enhancing the solidarity 
mechanism (Council Regulation (EU) 2022/2576 enhancing solidarity through better coordination of gas 
purchases, reliable price benchmarks and exchanges of gas across borders, 19 December 2022) and 
Regulation (EU) 2022/2578 on the market correction mechanism (Council Regulation (EU) 2022/2578 

establishing a market correction mechanism to protect Union citizens and the economy against excessively 
high prices, 22 December 2022). The former was adopted on 19 December 2022 and introduced a joint 
purchasing platform for EU MSs to aggregate their demand of gas, LNG, and hydrogen to lower prices and 
allow for more equal access to energy. Fair allocation was to be performed by a temporarily contracted 
service provider. Increasing transparency was especially highlighted, for the common purchasing process as 
well as for LNG and gas storage facilities, including via data gathering and publishing by ACER. Solidarity 
protections were more specifically defined and expanded to include critical gas volumes needed to secure the 
electricity supply. Trading venues were given the responsibility to temporarily contain the extent of intra-day 
price volatility by defining price boundaries. As this intra-day mechanism only reduced price volatility on a 
short-term basis, Regulation (EU) 2022/2578 on the market correction mechanism was adopted only days 
later (Council Regulation (EU) 2022/2578 establishing a market correction mechanism to protect Union 
citizens and the economy against excessively high prices, 22 December 2022). It defined price thresholds, 
monitored by ACER, which would trigger a temporary dynamic bidding limit to reduce price volatility in the 
medium-term. This market correction mechanism was not triggered. 

4 Reactive natural gas system 

EU policy can steer the natural gas system using several components aside from obvious measures on 
improving the gas network itself and its infrastructure to enhance resilience. A strong gas storage strategy 
increases resilience as storages can buffer potential supply shortages. Diversifying the gas supply in terms of 
gas sources (pipeline versus LNG) and gas suppliers also allows the system to absorb shortages from 
individual suppliers with reduced impact on the security of supply. Cooperative market measures such as joint 
purchasing can mitigate crisis effects, and in case they prove themselves insufficient, demand-side measures, 
while potentially costly, are the most direct way of ensuring essential demand can be covered and of 
preventing curtailment of gas supply to vulnerable customers such as households. In the following 
subsections, we analyse the reaction of these parts of the natural gas system to the crisis and to the EU 
policy interventions. 

The data of the natural gas system come from the ENTSOG Transparency Platform (ENTSOG, n.d.), and the 
data collected by Gas Infrastructure Europe (GIE) on underground gas storages and LNG terminals, namely 
the AGSI+ Transparency Platform (GIE, n.d.) and the ALSI Transparency Platform (GIE, n.d.). The data from 
ENTSOG is downloaded and processed by using the package eurogastp1 developed by the Joint Research 
Centre (JRC) (Jung, et al., 2022). The reader is referred to Error! Reference source not found. of the A
ppendix for an overview of the main parameters analysed in the next subsections in the last six seasons 
ranging from the winter 2020/2021 until the summer of 2023. 

4.1 Gas in storage 

                                                        

 

1 https://github.com/ec-jrc/eurogastp.  

https://github.com/ec-jrc/eurogastp
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The first EC regulation after the start of the energy crisis was devoted to gas storage facilities (Regulation 
(EU) 2022/1032 of the European Parliament and of the Council of 29 June 2022 amending Regulations (EU) 
2017/1938 and (EC) No 715/2009 with regard to gas storage, 30 June 2022). Based on the gas storage 
developments at the beginning of the heating season of 2021/2022, this regulation was intended to (i) 
prevent low levels of gas in storage of UGSs in the EU by 1 November, and (ii) carry out storage certifications 
to avoid underutilisation of UGSs and reinforce the security of supply in the EU. 

As previously mentioned, a driving factor of the energy crisis in 2021 were low filling levels of natural gas 
storage facilities in the EU. 19 of the MSs have gas storage facilities in their respective territories. As shown in 
Figure 2, the filling levels between June and December 2021 (in purple) were the lowest in six years2. The 

filling levels remained significantly below average during the winter of 2021/2022, and only began to overlap 
the six-year range again in March 2022. The Regulation (EU) 2022/1032 on gas storages was proposed in 
March 2022 (Regulation (EU) 2022/1032 of the European Parliament and of the Council of 29 June 2022 
amending Regulations (EU) 2017/1938 and (EC) No 715/2009 with regard to gas storage, 30 June 2022) and 
was a key driver of storage filling, as the levels surpassed the preceding six-year average in September 2022. 
The 80% filling target on 1 November 2022 was overshot, even surpassing the 90% filling level set for the 
beginning of winter the following year. 

Note also that the storage filling levels after winter 2021/2022 never fell below 25%, indicating that the 
security of gas supply was not in critical danger from the storage perspective. The period after April 2022, 
when EU gas storages were being refilled faster than during the previous years, shows the system’s ability to 
recover quickly in terms of UGS. The EU net injections were 33% higher than the 11-year average and 18% 
higher than the 6-year average (Fernandez Blanco Carramolino, et al., 2023). In contrast, the net extractions 
during winter 2022/2023 (around 360 TWh – see Error! Reference source not found. in the Appendix) w
ere the lowest of the last seven winter seasons, being 39% lower than the 7-year average (2015-2022). 

Figure 2. Filling level of EU natural gas storage (%) in 2021 (purple), 2022 (red), and 2023 (blue) compared 
to the six-year range between 2016 and 2021.  

 

Source: JRC based on AGSI+ Transparency Platform, 2023. 

Reference (Fernandez Blanco Carramolino, et al., 2023) provides an exhaustive analysis of the underground 
gas storage developments during 2022 compared to historical figures. Figure 3 shows the dispersion of the 

                                                        

 

2 The gas storage filling levels were the lowest since 2011 (last year in which data are available in AGSI+ Transparency Platform) during 
July-December 2021, however the plot is limited to years 2016-2023. 
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relative filling levels across EU countries at the beginning of the injection season and on 1 November (when 
the filling target was set at 90% in the EU). We have adopted the filling level on 30 September in 2023 as a 
proxy of 1 November. At the start of the winter season, the dispersion of the filling level across Member 
States is visibly lower in 2023 compared to 2020 and 2021. The main reason for this behaviour relies on the 
minimum storage obligations imposed by the Gas Storage Regulation (Regulation (EU) 2022/1032 of the 
European Parliament and of the Council of 29 June 2022 amending Regulations (EU) 2017/1938 and (EC) No 
715/2009 with regard to gas storage, 30 June 2022). The filling levels at the beginning of the injection 
season in 2023 are remarkably high with a median around 60%. This can be explained by the mild weather 
conditions of the past winter 2022/2023 combined with the need to save gas for the upcoming winter 
2023/2024. 

The certification of gas storages has allowed to fill the facilities owned or operated by Gazprom in record 
time, as explained in (Fernandez Blanco Carramolino, et al., 2023). This was mainly motivated by the 
Regulation on gas storage. As indicated in the JRC report (Fernandez Blanco Carramolino, et al., 2023), half of 
the Gazprom-related storage capacity was allocated in Germany, while the other half was split essentially 
between Austria and the Netherlands. After the implementation of the Gas Storage Regulation, storage filling 
levels corresponding to Gazprom-related storages increased by 71 and 67 percentage points in Austria and 
Germany, respectively, on the same day one year later. 
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Figure 3. Boxplot of the country-specific filling levels on 1 April and 1 November in 2021-2023. We show the 

filling level on 30 September 2023 instead of 1 November 2023. 

 

Source: JRC based on AGSI+ Transparency Platform, 2023. 

4.2 Natural gas consumption 

The second regulation adopted by the EC, i.e., the Regulation (EU) 2022/1369 on gas demand reduction 
(Council Regulation (EU) 2022/1369 on coordinated demand-reduction measures for gas, 5 August 2022), 
recommended a voluntary gas consumption reduction of 15% at EU level from August 2022 until March 2023 
to save gas for the winter. The actual reduction reached 17.9% compared to the average from the reference 
period August 2017-March 2022. Although the measure was not mandatory, the cooperation of consumers of 
natural gas encouraged by the national governments was positive and the reduction was above the 15% 
target. 

The European Commission published a preliminary analysis of the demand reduction developments until 
January 2023 (SWD(2023) 63 final, 2023). This report discusses the possible sources of reduction and points 
out three categories: savings due to behavioural changes and energy efficiency, fuel switching to carbon-
intensive or clean fuels, and demand destruction. Those categories could be further classified into structural 
or non-structural. For instance, the gas consumption reduction by households due to favourable weather 
conditions would be non-structural because a change in the weather conditions might reverse the reduction. 

Eurostat provides monthly data of gas consumption (IC_CAL_MG) that allows the calculation of the demand 
reduction, and data of gas consumption for electricity and heat generation (TI_EHG_MAP) (Statistical Office of 
the European Union, n.d.). The gas consumption for electricity generation was reduced by 8.3% in the period 
August 2022- March 2023 (i.e. 55.5 TWh). The largest part of the total gas consumption reduction is due to 
other sectors, namely the distribution and industrial sector. In other words, 10% of the demand decline can be 
attributed to the power sector (55.5 TWh) while the other 90% was linked to the distribution and industrial 
sectors (519.5 TWh). 

A further sectoral contribution to the gas consumption reduction, e.g. households versus industry, is 
challenging due to a lack of sectoral breakdown in Eurostat. One could resort to ENaGaD, the JRC in-house 
database collecting data published by gas Transmission System Operators with daily granularity of gas 
consumption by electricity and heat producers, distribution and industrial users (Zaccarelli, Giaccaria, 
Feofilovs, & Bolado-Lavín, 2021). 

ENaGaD is composed of daily time series of the national demand of natural gas for each of the 25 MSs with 
a transmission system. The series is available from 2015 to 2023 (March) in energy units. Values are mainly 
collected from the transparency platform of National Transmission System Operators in compliance with 
Regulation (EC) No 715/2009 (Regulation (EC) No 715/2009 of the European Parliament and of the Council on 
conditions for access to the natural gas transmission networks and repealing Regulation (EC) No 1775/2005, 
13 July 2009) or directly from the ENTSOG Transparency Platform (ENTSOG, n.d.). Whenever possible, the 
daily demand is further divided into consumption by electricity and heat producers, by industrial users and by 
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the gas consumed in the distribution sector (including households, public buildings, commerce, small 
enterprises…). The daily values are then aggregated to get the monthly values. 

The breakdown of the daily gas consumption by industrial and distribution sector in the ENaGaD database is 
complete for 11 Member States (BE, DE, EL, FR, HR, IT, LU, NL, PL, PT and RO). We have added Spain to this 
group because there was a consumption increase up to 40% in the power sector during the period of analysis. 
For Spain, we have assumed a 50% split consumption between the distribution and power sectors. We have 
focused the analysis on these 12 Member States that comprise 87% of the gas consumption of the EU in the 
period of analysis August 2022-March 2023 (hereinafter referred to as EU12). 

Figure 4 shows the EU12 decomposition of the demand reduction per sector in the period August 2022 – 

March 2023. The largest contributor to the demand reduction is the distribution sector, responsible for 50% of 
the total reduction, followed by the industry sector, which is responsible for 42%. The power generation sector 
only contributes to 8% of the reduction due to the low electricity production from renewables (hydro) and the 
lack of electricity production from nuclear in France (Gil Tertre, Martinez, & Rivas Rábago, 2023). 

It is difficult to quantify whether the gas consumption was reduced due to the price and weather conditions, 
or the destruction of industrial demand. In the SWD(2023) 63 final of the European Commission (SWD(2023) 
63 final, 2023), there is an estimation of the gas demand reduction induced by the temperature (mild 
weather conditions). One-sixth of the gas demand reduction in the period August – December 2022 can be 
attributed to the weather, i.e. around 5 bcm of the 30 bcm saved in total during that period. 

Figure 4. Sectoral contribution to the EU12 gas reduction in the period August 2022 – March 2023. 

 

Source: JRC based on ENaGaD and Eurostat, 2023. 

This regulation has been prolonged to cover the period comprising April 2023 until March 2024 as adopted by 
Council Regulation (EU) 2023/706 in March 2023 (Council Regulation (EU) 2023/706 amending Regulation 
(EU) 2022/1369 as regards prolonging the demand-reduction period for, 30 March 2023). Monitoring this 
measure is essential to keep track of the accumulated demand reduction in case there are major deviations 
that could hinder the final target, thus affecting the security of gas supply for the winter 2023/2024. Eurostat 
compiles monthly data for the gas consumption in EU member states but there is a delay of 55 days after 
the reference month. To overcome this issue, the JRC estimates the gas consumption for those periods in 
which Eurostat does not provide data or the time series are incomplete. The methodology consists in a mass 
balance model combined with a least square method to estimate the domestic gas production in the EU by 
using the data from ENTSOG, AGSI+ and ALSI Transparency Platforms. Figure 5 shows the gas consumption 

from Eurostat, the estimated one by the JRC, and the average and range of the reference period April 2017 – 
March 2022 according to the Council Regulation (EU) 2023/706 (Council Regulation (EU) 2023/706 amending 
Regulation (EU) 2022/1369 as regards prolonging the demand-reduction period for, 30 March 2023). The 
accumulated gas consumption reduction from April 2023 until 30 September 2023 is 15.5%, using gas 
demand estimations by the JRC for the values of August and September 2023. This shows that the political 
system around the gas sector is cooperative and reactive given the voluntary nature of this preventive 
measure. 
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Figure 5. EU gas consumption (bcm/month) in 2022 (red) and the first half of 2023 (blue) compared to a 

five-year range between April 2017 and March 2022 (orange), including a demand estimation between 
January and September 2023.  

 

Source: JRC based on ENTSOG, AGSI+, ALSI Transparency Platforms, and Eurostat, 2023. 

When looking at the gas consumption per season (Figure 6), the general trend is a decrease in the total gas 
consumption in both winter and summer seasons. In the winter of 2021/2022, even before the adoption of 
the legislative actions on coordinated demand reduction measures, the natural gas consumption of the EU 
decreased by 4% compared to the winter 2020/2021. A possible reason behind this decrease is the gas price 
hike observed in the last quarter of 2021 and the first half of 2022. In fact, in the summer of 2022, the gas 
demand decreased by 12% compared to the previous summer. The Regulation (EU) 2022/1369 was very 
effective during the winter of 2022/2023 with an observed reduction of 17% with regard to the winter 
2021/2022. In the summer 2023, the reduction is moderate compared to the summer of 2022 (just 7%), 
when the Regulation (EU) 2022/1369 was already adopted (by 5 August 2022). 

Figure 6. Gas consumption (TWh) of the European Union in the last six seasons (winter 2020/2021 to 
summer 2023). 

 

Source: JRC based on ENTSOG, AGSI+, ALSI Transparency Platforms, and Eurostat, 2023. 
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4.3 Supply diversification 

At the start of the energy crisis, there was a slight decline of pipeline gas flows to the European Union. In the 
winter of 2021/2022, the pipeline gas flows fell by 7% compared to the previous winter 2020/2021 (see 
Figure 7). This reduction was substantial in the following seasons and currently we can observe a decrease in 

pipeline flows of more than one third in winter and summer compared to pre-crisis levels. Figure 7 visualises 
how the distribution of countries supplying pipeline gas to the EU changed over the six gas seasons 
surrounding the energy crisis. The figure shows that these deficits are mainly caused by the halt of gas 
supplies by Russia through the routes Nord Stream, Eastern Yamal, and Baltic+Finland. In addition, the gas 
flows via Ukraine have substantially dropped to 67 TWh per season, when this route used to transport up to 
263 TWh in winter 2020/2021 and 209 TWh in the summer of 2021. Essentially, gas imports from the East 
decreased by 90% in the last two seasons compared to pre-crisis levels. 

The cessation of flows from Russia was gradually compensated by a moderate increase of the remaining 
routes and mainly by an increase of LNG supplies. The diversification of supplies has been at the core of the 
energy security policy of the European Commission, greatly interlinked with EU foreign policy (European 
External Action Service, 20 May 2022). Norwegian gas supplies rose by 17% in winter 2021/2022 compared 
to the previous winter, and by 11% in summer 2022 with regard to the summer of 2021. The pipeline gas via 
Norway has come back to pre-crisis levels in the summer of 2023. The gas flows via the Caspian route have 
steadily increased to reach 63-66 TWh per season, as have flows via the UK, which have risen to more than 
100 TWh per season. Finally, gas pipeline flows from North Africa to Italy have slightly increased over the last 
two seasons, although the gas deliveries to Spain have decreased below 50 TWh/season. 

Figure 7. Natural gas pipeline imports (TWh) by route for winter and summer gas season between 2020 and 
2023. Total imports per season are displayed above the graph.  

 

Source: JRC based on ENTSOG Transparency Platforms, 2023. 

Figure 8 shows the change of paradigm in the EU natural gas system. The main contributor to offset the 
missing Russian pipeline gas deliveries has been the gas in liquid form. In winter 2020/2021 and summer 
2021, the piped natural gas represented around 82% of the gas imports, while this share has drastically 
decreased to around 60% in the last two seasons. 

The success of the rapid increase of LNG deliveries is in part attributable to the diplomatic relations carried 
out in 2022 by the European Commission in order to diversify the gas supplies (European External Action 
Service, 20 May 2022). Several agreements were reached with the United States, Egypt, Israel, Japan, Korea, 
and Qatar. Figure 9 compares the LNG exports to the EU by country and the United States is currently the 
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main LNG supplier. LNG exports from the United States have increased by 160% in 2022 compared to 2021, 
thus representing around 40% of the total LNG exports. Natural gas from Russia continued to play a role in 
the form of LNG with a share of 16% of total LNG exports to the EU. 

Figure 8. Development of share of gas imports (TWh) via pipeline and LNG throughout the gas seasons from 
winter 2020/2021 to summer 2023.  

 

Source: JRC based on ENTSOG and ALSI Transparency Platforms, 2023. 

Figure 9. LNG exports to the EU by country in 2021 and 2022 (Gil Tertre, Martinez, & Rivas Rábago, 2023). 

 

Source: (Gil Tertre, Martinez, & Rivas Rábago, 2023), European Commission based on Refinitiv, 2023. 
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4.4 Pipeline infrastructure and bidirectional flow capacities 

The new pipeline and LNG infrastructure has been key to transitioning to a new paradigm in the natural gas 
system of the EU. These projects have been discussed at a country level in the reports presented by the 
European Commission to analyse the progress of the REPowerEU one year after its launch (Directorate-
General for Energy, 24 May 2023). The pipeline projects that started operation in 2022 are the following: 

— Gas interconnector Poland-Lithuania (GIPL), completed in May 2022 (2.4 bcm/year to Lithuania and 1.9 
bcm/y to Poland). 

— Poland-Slovakia interconnector, completed in August 2022 (5.7 bcm/y to Poland and 4.7 bcm/y to 
Slovakia). 

— Denmark-Poland interconnector (Baltic pipe), completed in October 2022 (10 bcm/year to Latvia and 3.7 
bcm/y to Lithuania). Full capacity from January 2023. 

— Interconnector Greece-Bulgaria, completed in October 2022 (3 bcm/y to Bulgaria and 3 bcm/y to Greece). 

— Enhancement of Lithuania-Latvia interconnector, completed in December 2022 (4.1 bcm/y to Latvia and 
3.7 bcm/y to Lithuania). 

Offshore solutions have been carried out by the Netherlands, Germany, Finland, and Italy in record time. 
These countries have resorted to floating storage and regasification terminals (FSRU) to transport the LNG to 
their respective territories. In total, there are 6 FSRU terminals currently in operation with a total 
regasification capacity of 35 bcm/y and three additional FSRU terminals are expected to be commissioned in 
2023. There is one new LNG terminal in operation (0.13 bcm/y) and three to be commissioned in 2023/2024 
with a total capacity of 23.3 bcm/y. In short, 35.1 bcm/y of new regasification capacity can be found in the 
EU, while 35.3 bcm/y is to be expected by 2023/2024. The LNG terminals already in operation or to be 
commissioned soon are: 

— FSRU terminal in Eemshaven (the Netherlands), completed in September 2022 with a regasification 
capacity of 8 bcm/y. Its daily regasification capacity in ALSI Transparency Platform is 249.6 GWh/d. 

— Three FSRU terminals in Germany, i.e. Wilhelmshaven, Lubmin and Elbehafen, which started operations by 
December 2022, April 2023, and March 2023, respectively, with a total regasification capacity of 20.5 
bcm/y. Their daily regasification capacities in ALSI Transparency Platform are 152.5, 155.8, and 
61.6 GWh/d, respectively. 

— FSRU terminal in Piombino (Italy), completed in April 2023 with a regasification capacity of 5 bcm/y. Its 
daily regasification capacity in ALSI Transparency Platform is 146.7 GWh/d. 

— FSRU terminal in Inkoo (Finland), completed in December 2022 with a regasification capacity of 5.5 
bcm/y. 

— FSRU terminal in Alexandroupolis (Greece) which is to be commissioned by December 2023 with a 
regasification capacity of 5.5 bcm/y. 

— Expansion of LNG terminal in Świnoujście (Poland), to be commissioned by December 2023 with a 
regasification capacity of 8.3 bcm/y. 

Bi-directional flow capacity was already defined as another key tool to increase the security of supply in the 
EU in 2017 via Regulation (EU) 2017/1938. Enabling bi-directional flow between EU MSs is mandatory, unless 
exceptions are granted. This strategy was crucial during the energy crisis, as it supported the partial 
replacement of interrupted flows. A specific example for this is the Yamal pipeline, which until 2021 
transported major gas flows from Russia and Belarus in the east to western European countries via Poland. 
The Yamal pipeline transported 263 TWh from Poland to Germany at Mallnow border transfer station in 2020, 
and after the reduction in flows from Russia in 2021, the pipeline supported flows in the opposite direction, 
transporting 33 TWh of gas to Poland from Germany (ENTSOG, n.d.). A detailed view of the changes in the net 
flow direction between EU MSs throughout several gas seasons surrounding the energy crisis is visualised in 
the JRC report (Fernandez Blanco Carramolino, et al., 2023). 

4.5 Gas price developments 

One of the most important trading hubs for natural gas is the Title Transfer Facility (TTF) Virtual Trading 
Point, operated by Gasunie Transport Services B.V., in the Netherlands. Typically, before the energy crisis, the 
day-ahead price traded at the Dutch TTF hub was closer to the day-ahead price from other EU trading hubs 
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for natural gas, such as the Spanish Punto Virtual de Balance, Belgian Zeebrugge, or the French Point 
d’Échange de Gaz (ACER, 2023). However, the energy crisis caused day-ahead price spreads among various 
gas trading hubs to increase significantly, especially from the end of February 2022 onwards. Therefore, we 
analyse the TTF day-ahead price for natural gas for the last six seasons, as represented in Figure 10. 

The price stability is clear when looking at the day-ahead prices in winter 2020/2021, just before the start of 
the energy crisis. In that winter, the average price was around 17 €/MWh and the daily price oscillated 
between 10 and 30 €/MWh. We can observe an increase of the average price in the subsequent three 
seasons, i.e. during summer 2021, winter 2021/2022, and summer 2022. The average price increased up to 
150 €/MWh on average in summer 2022. As previously mentioned, the price shock is not a static event and 
the EC policies have reacted to these price developments, e.g. with the market correction mechanism 
Regulation at the end of 2022 (Council Regulation (EU) 2022/2578 establishing a market correction 
mechanism to protect Union citizens and the economy against excessively high prices, 22 December 2022). 
The unprecedented price volatility has also increased over those four seasons, thus creating price uncertainty 
in the gas market. The first price spike happened on 21 December 2021 in which gas price reached around 
180 €/MWh. The second price spike was at the start of the war in Ukraine with 210 €/MWh. During the 
summer 2022, there was a steady increase of day-ahead gas prices until attaining an all-time high price of 
circa 315 €/MWh at the end of August 2022. 

In winter 2022/2023 and summer 2023, we can observe a clear reduction of average prices and price 
volatility, being the average price equal to 34 €/MWh in the summer of 2023 while its maximum peak was 
around 50 €/MWh. The price stabilization could have been driven by several factors: (i) the filling of gas 
storages at the beginning of the winter due to the Gas Storage Regulation, (ii) the reduction of gas demand 
incentivised by the Regulation (EU) 2022/1369, (iii) the mild winter 2022/2023 thus keeping a non-negligible 
amount of natural gas stored in EU gas storage facilities (around 55% of filling level), and (iv) the reliance on 
LNG supply for both winter (to satisfy the gas consumption) and summer (for ensuring the injection of gas in 
storages). 

Figure 10. Boxplot of the daily TTF price (€/MWh) per season from winter 2020/2021 to summer 2023. 

 

Source: JRC, 2023. 

5 Discussion and conclusions 

The 2022 energy crisis has tested the EU natural gas system’s ability to absorb abrupt and drastic changes to 
its supply and market. Despite the decreasing flows from Russia and the price hike during 2022, the natural 
gas system has returned to a new status quo predominantly pushed by the political actions carried out in the 
last two years, and the mild weather conditions during the heating season.  

The current natural gas system is characterised by a higher share of LNG supply than in previous years to 
partially replace the missing import pipeline gas flows from Russia. The gas supply has become less 
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dependent on individual gas exporters and on pipeline gas. This allows the system to adapt more quickly and 
flexibly to changes to the geopolitical stances of both natural gas exporters and the EU on the importing side 
that could affect the security of supply in the future. LNG terminals are the new cornerstone of the EU natural 
gas system, together with UGS facilities, which provide the flexibility needs required in winter and summer. 
The EU natural gas system has been reinforced by new infrastructure projects, such as the new FSRU LNG 
terminals in the Netherlands, Germany, and Finland, and the pipelines that started operation in 2022. 
Hardening the gas infrastructure has helped to implement the policy measures in a timely and effective way 
(minimum storage obligations and reduction of consumption of natural gas). These recovery efforts of 
strengthening the infrastructure and retaining high storage filling levels have increased energy security, but at 
a high cost.  

The new equilibrium is also marked by a lower natural gas consumption, which has been one of the collateral 
impacts of the energy crisis. Not all demand reductions in the EU were achieved by increased energy 
efficiency alone – a fraction of the demand was certainly destroyed by consumers who could not afford to 
pay the exceptionally high prices. Moreover, the energy crisis is still ongoing and the natural gas sector should 
remain vigilant in order to keep the security of supply at all times. The return of the gas consumption to pre-
crisis levels could increase the need for higher LNG send-out flows, which would affect in turn the prices in 
the gas market. Additionally, despite the high storage levels buffering the system for winter 2023/2024, 
uncertainty remains, for example in the LNG market and the weather conditions affecting the thermosensitive 
gas consumption.  

Handling these challenges will require strong cooperation and solidarity between MSs, as adopted in 
Regulation (EU) 2022/2576. The implementation of the Regulation needs to be monitored and reviewed in 
light of new threats, and its benefits and successes should be communicated to encourage continued support 
for solidarity in policy and society. In light of the uncertain geopolitical situation and compounding crises 
increasing pressure onto the European Union, solidarity fatigue in society could endanger the successful 
implementation of a collaborative resilience policy in the EU. Encouraging solidarity and collaboration on a 
political and societal level may also aid the recovery from economic damages caused by demand destruction 
during the energy crisis. 

The EU natural gas system has proved itself resilient to the extent that the supply of natural gas was 
consistently secured despite the abrupt decline of pipeline supply from Russia in a time of low gas levels in 
storage and extremely high energy prices. The system has formed a new status quo of strengthened 
cooperation between the MSs. The natural gas system’s resilience was supported by diversified supply, 
reduced demand, reinforced infrastructure, and a strong storage strategy. 

Disclaimer 

The views expressed here are purely those of the authors and may not, under any circumstances, be regarded 
as an official position of the European Commission. 
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Abstract 

The paper presents a study that aims to develop a priority list of main valves of the gas transmission network 
that should be connected to SCADA for remote monitoring and control. Remotely controlled valves are 
necessary to quickly localize accidents, minimize methane release into atmosphere and enable rerouting of 
the gas flow to ensure security of supply. Although the highest system resilience is achieved when connecting 
all main valves, this process is long and therefore must be prioritized as not all valves have the same 
importance for the system operation. 

Extended abstract 

The work presented was co-funded under Horizon 2020 framework by SecureGas project. The study aims to 
develop a priority list of main valves of the gas transmission network that should be connected to SCADA for 
remote monitoring and control. The priority list involved development of a multi-criteria decision tool [1] as 
many different parameters should be considered for connection of a valve to SCADA. The gas network used 
for a case study was a realistic topology of a real network, but slightly simplified only for computational 
purposes. The study used the network GIS geodatabase and all calculations were performed by using QGIS 
software platform. The whole network valves topology is shown in Figure 1. The total number of valves is 
1356. However not all valves are eligible for the SCADA connection. The number of valves that were analysed 
for possible SCADA connection is significantly lower and includes 349 valves that were priority ranked.  

Figure 11. The gas network topology of all valves 

 

 

Each parameter was quantified on a unified scale and then the total priority score was obtained by applying a 
specific weighting scheme [2, 4]. The following quantitative and qualitative criteria were used for the ranking: 
pipeline importance in terms of security of supply [3]; pipeline diameter; type of customers served and 
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demand volumes (protected, industrial); valve accessibility (distance to the roads); land use parameters and 
hazard zones (forest areas, flood areas, swamps); costs of installation and maintenance; networks topology 
(number of valves in close vicinity, within 300 meters). These criteria were further developed and applied for 
the valve topology in QGIS software, obtaining individual scores of some indicators directly from QGIS 
computational routines.  

The final priority list of over 500 valves strongly depends on weights that individual indicators are assigned. 
The weights were assigned by experts applying expert judgment techniques (Table 1).  

Table 2: Structure of the resilience indicator framework. 

Indicator ID Description Importance Score Weighting factor 

Topological indicators 

T1 Pipeline diameter 10 0.124 

T2 Distance to GDS (only if branch) 5 0.062 

T3 Gas consumption (sum of all GDS (DSS) 
in a branch) 

9 0.111 

T4 Clustering within 300 meters 8 0.099 

Geographical indicators 

G5 Off-road/bad road distance to valve 4 0.049 

G6 River crossing 10 0.123 

G7 Wet land area (wet land ratio in a line) 6 0.074 

G8 Forest area (forest area length ratio in 
a line) 

4 0.049 

Safety indicators 

S9 Residential area (ratio in a line) 8 0.099 

S10 Absence of internal diagnostics 10 0.124 

S11 Reduced pressure pipeline segments 7 0.086 

Each valve ranking indicator shown in Table 1 was assessed individually and computed independently from 
the others as described in the section above. In order to be numerically comparable, the numerical scale must 
be the same for all indicators. The scale used in this study is a real value range [0, 1] where 0 means the 
lowest priority for the SCADA connection and 1 – is the highest priority. For the scale normalization, the 
indicators T1-T4 and G5 were normalized by dividing each value by the maximum value of each indicator. The 
remaining indicators were already in the scale of [0, 1] as they are either binary or ratios.  

Furthermore, each numerical indicator value is multiplied by the weighting factor, shown in the last column of 
Table 1. After multiplication, all individual indicators are summed up to produce the final indicator value, 
which allows to prioritise the valves. Due to weighting factor applied, and noting that the sum of all weighting 
factors is equal to 1, the range of the final indicator value is again in the range of [0, 1]. This allows easy 
ranking of the valves for SCADA connection by simply ranking them in descending order. The valves appearing 
on the top are those with the highest priority. 
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The ranking results of 349 valves are shown graphically in Figure 2. As you see, the highest ranked valve 
obtained the final indicator value 0.62, and the lowest – 0.06. Note that the first 3 highest ranked valves and 
the last 4 lowest ranked valves are slightly detached from the middle group of valves that are ranked more 
continuously. This result is typical in ranking tasks and some items always have extreme values. however, in 
general the ranking is rather smooth and homogenous across the whole range. 

Figure 2. The ranking results of 349 valves 

 

 

In addition, the valves were visualised in QGIS software platform for easier navigation and search. Figure 3 
shows all 349 valves with priority colours: red – highest priority, green – lowest priority. 

Figure 3. Prioritisation of all valves 
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The priority ranking of the valves for SCADA connection is an important operational task to help planning the 
network control activities. The methodology developed and implemented relies on correct information in the 
GIS geodatabases and therefore completeness and correctness of GIS geodatabases is essential for obtaining 
correct priority ranking of the valves. The application of the methodology illustrates how GIS geodatabase can 
be efficiently used to obtain important operational findings and results. 
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1 Introduction 

   Modelling-based risk and resilience analysis for gas networks (GNs) has seen continuous 
development. One of such approaches considers mainly the network structure and its flowrate limitations and 
combines the Monte-Carlo method with the maximum flow algorithm for various resilience analysis tasks [1], 
[2]. This allows one to perform probabilistic simulation-based analysis while considering main network supply 
and transmission capabilities as well as structure. The proposed solution applies a more detailed approach to 
both physical modelling of GN operation and potential demand curtailment simultaneously achieving a boost 
in performance. There are methods and software tools, which even simulate integrated gas-electricity 
systems (IEGSs) [3] sometimes incorporating transient simulations [4] when analysing their normal and post-
contingency operation. In comparison the proposed method avoids the additional computational complexity 
and burden of transient simulations by operating with several steady-state simulations (SSSs) throughout the 
disruption event, which are then linked with a secondary optimisation layer. Furthermore, regular model 
updates during simulations allows for better representations of pressure regulators (PRs), gas storages, 
operation of bi-directional or multi-directional compressor stations (CSs) and their network-wise control than 
some methods that model IEGSs. Additionally, the proposed method provides an option to consider consumer 
groups, their proportions and differentiate their supply priority levels for any demand node, which is not 
observed by the authors to be present for other known solutions. 

This work describes a framework for an updated version of the method for synthesis of an optimal 
response strategies (ORSs) to GN disturbances, which ensures maximum possible supply of gas to highest 
priority consumers [5]. An ORS consists of necessary demand curtailment levels and decisions on utilisation of 
available reserve sources. Simultaneously, this algorithm determines the minimum value of expected 
unsupplied gas due to a disruption for identification of critical GN elements and other resilience analysis 
tasks. The proposed method addresses the disconnection between individual time intervals or points of 
disruption duration optimised separately in [5], which can lead to slightly sub-optimal solutions when 
considering the whole track of disturbance mitigation, while avoiding full complexity associated with the 
dynamic programming. This is achieved essentially by separation of ORS synthesis process into two stages. 
First, an “inner” layer of the genetic algorithm (GA)-based optimisation is performed for each specific time 
interval identifying sets of near optimal solutions. The term “near” is defined as genome distance from 
optimum found. When a set of possible “ad hoc” optimums is collected second or “outer” layer of GA is utilised 
to find the most optimal combination (or trajectory) of these solutions for the whole disturbance duration. 
Such an approach reduces variable space and computation burden while maintaining precision. Furthermore, 
the new method has more flexibility to adapt gas supply rates from gas sources during a disruption, which 
allows to generate more diverse solution variants for the outer layer to operate with. 
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2 The proposed method framework 

The inner GA layer operates on the same principles as the original method [5] selecting optimal demand 
curtailment levels for a modelled gas transmission system local demand and transit demand nodes and 
activating reserve sources if necessary for each time interval during a disturbance: 

 min
𝐹OBJ∈[0,∞)

𝐹OBJ = min
𝑉CURT𝑖∈[0,𝑉DEM𝑖]

∑ (𝐾P𝑖𝑉CURT𝑖)
𝑀𝑆
𝑖=1 , (1) 

where 𝐹OBJ — the objective function: the total weighted volume of unsupplied gas, m3; 

 𝑀𝑆 — the number of nodes in a GN graph; 

 𝐾P𝑖 — the penalty coefficient for demand curtailment of node i of a GN graph; 

 𝑉CURT𝑖 — the volume of curtailment or gas not supplied to node i of a GN graph, m3; 

 𝑖 — GN graph node index; 

 VDEMi — the total demanded gas volume for node i of a GN graph, m3. 

The physical limitations both for pipelines and non-pipeline elements described in [5] also remain in power. All 
of the PR and CSs control mechanics and the consumer categorisation with specific curtailment limits defined 
by a user for each category will be considered as described in [5] as well. Thus, the merits of the original 
method compared to other existing methods will be retained. 

The First major change of the inner GA layer is to allow the optimisation to define boundaries of gas 
supply rates for all sources (including transit reserve supply) in each time interval so that the total expected 
available gas volume supplied during the whole disruption is not exceeded. To some extent the original 
method [5] allows to manually redefine source supply profiles and to define and automatically consider 
impact of underground storage depletion on maximum withdrawal rate. However, the addition of automatic 
consideration of different gas consumption rates for all sources will enable more flexibility to generate 
solution variants necessary to generate best possible ORSs. 

The second change is related to use of potential optimal solutions. Instead of selection of one 
solution with a minimal FOBJ value, 5–10 best solutions from a final population are chosen. If necessary 
additional boundaries for genetic similarity to a present best solution or potential differences in FOBJ may can 
be applied when selecting the solution group for a particular time interval. It is important to note, that 
genome similarity or genetic distance can be used as a quantitative metric permitting one to consider a set of 
possible solutions as a metric space. Furthermore, the logic-based ORS refinement with a smaller step of 
demand curtailment changes from [5] are applied to all of the selected solutions. Essentially, this change 
provides a zone of potential sub-optimal solutions during a disruption instead of one solution trajectory 
(Figure 1). These solution groups will already exclude solutions that are unacceptable due to GN limitations or 
excessive demand curtailment, thus, avoiding the complexity caused by consideration of all of potential 
solutions in a real life GN faced by the dynamic programming or single GA layer performing optimisation for a 
whole duration of a disturbance. 
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Figure 12. Transition from a single trajectory to a zone of potential solution variants. 

 

When such solution groups have been obtained for the whole duration of a disturbance the outer GA 
layer is activated. The outer layer operates utilising the same objective function (1) only extended to a sum of 
weighted unsupplied gas volume for all of the time intervals of a disruption defined by a user. The most 
substantial difference compared to the inner layer are the envisioned decision variables, which are the 
selected and now fixed solution variants not the particular demand curtailment volumes of individual demand 
nodes. Thus, the task of the outer GA layer is only the selection of the most optimal trajectory of solutions 
from the pre-defined zone of potentially sub-optimal solutions. 

 

3 Envisioned results 

The change from the original method [5] to this two layer optimisation is proposed as this should 
allow to shift demand curtailment profiles of lower priority consumer groups or nodes and total gas 
consumption profiles within the duration of a disturbance (Figure 2). Thus, one could avoid potential 
curtailment of higher priority consumers during peak demand simply because a gas consumption rate is 
assumed pre-defined and fixed for each time interval. To a smaller degree than shown in Figure 2 this issue 
was observed in [5] for a scenario where only the gas remaining within the pipelines (Linepack) was available 
as a GN network part was disconnected from all real sources. However, it is foreseen that the automatic 
ability to modify the gas supply rates from active and reserve gas sources will also provide ORS with even 
lower volumes of unsupplied gas due to the new flexibility when the GN limits allow it. 

  



 

93 

Figure 2. Envisioned resulting shift in demand curtailment and gas consumption profiles. 

 

 

As one can see the intended improvement in flexibility of the existing method for generation of ORSs 
comes at a cost of larger memory use, scale of which should not pose significant problem for modern 
computers, and a larger computational burden for the inner optimisation layer generating the zone of 
potential solutions. The addition of the outer optimisation layer in comparison will result only in a fraction of 
computational work, as it is not foreseen to need to perform SSSs to verify the technical feasibility of the 
selected solution variants. 

4 Conclusions 

Methods for risk and resilience analysis of transmission networks of natural gas and other gaseous fuels 
is continuously evolving. One of directions for development of such methods is implementation of 
mathematical modelling of GN operation, where one often seeks to consider more technical aspects of 
network capabilities and operation than previous works when performing risk or resilience analysis. To some 
extent this what the proposed method and its previous version pursue while attempting to limit the 
computational burden so that this solution can be applied to large scale real-life networks. 

The proposed method builds upon previously developed method for minimisation of impact of 
disruptions on gas supply. The original method optimises gas demand curtailment and decides on use of 
reserve sources during a disruption while considering detailed consumer categorisation and various technical 
aspects of GN operation, which allows the proposed method to also have the same edge over many other 
existing solutions. 

The proposed method intends to permit more flexibility for supply rates from gas sources during a 
disruption, which was previously pre-defined and fixed for each time interval. Furthermore, instead of utilising 
only one best solution from a last population obtained by the inner GA layer, a group of potential solutions 
will be saved to obtain a zone of potential solutions in comparison to a one solution trajectory during a 
disruption. These two changes to the inner optimisation layer will permit the new outer GA-based optimisation 
layer to achieve more flexibility and find ORSs with even lower expected demand curtailment for various 
disruption scenarios. 

The future work entails refinement of mechanics for effective changes of gas supply rates for gas 
sources based on the total available gas volume and technical or organisational limits for specific time 
intervals. This will be followed by implementation and testing of the overall methodological framework 
described in this work. 
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Abstract 

The share of low-emission hydrogen production is expected to increase dramatically over the next decade, 
from 10% in 2020 to 70% in 2030. This trend is expected to continue as more and more countries recognize 
the importance of hydrogen in achieving Net Zero emissions. The purpose of this paper is to explore the 
potential role of low-emission hydrogen produced through electrolysis in the future energy system, and to 
examine the implications for the distribution grid when it is used to provide electricity for electrolysis. 
Additionally, the paper will discuss which electrolysis technologies are most suitable for optimal operation and 
can help avoid unnecessary upgrades to the electrical distribution grid. As well as it will demonstrate how the 
flexible operation of a water electrolyser can be utilized to minimize the impacts of electrification. Real 
network data has been used to create a realistic network model in the simulation tool DIgSILENT Power 
Factory. Real load data has been implemented in the software to enable simulations based on daily, weekly, 
and yearly cases, forming the basis for scenario creation.  

1 Introduction 

It is estimated that 40% of the energy used for hydrogen production in 2030 will come from electricity [1]. Of 
this electricity, 2700 TWh should be generated from renewable sources. The share of low-emission hydrogen 
production is expected to increase dramatically over the next decade, from 10% in 2020 to 70% in 2030 [2]. 
The targets for electrolysis capacity installation have more than doubled from 2021 to 2022, from 74 GW in 
2021 to 145-190 GW in 2022 [1].This trend is expected to continue as more and more countries recognize 
the importance of hydrogen in achieving Net Zero emissions. According to recent plans, the European Union 
(EU) has set a goal of installing 40 GW of electrolysers by 2030[3], with the primary goal of developing 
renewable hydrogen using wind and solar energy. Electrolysis is considered the most viable path for achieving 
this goal, and the EU has set a target of installing 6 GW of renewable hydrogen electrolysers by 2024. 
Norway has set ambitious goals to reduce its greenhouse gas emissions in the coming decades. By 2050, 
Norway plans to become a low-emission society in which 90-95% of greenhouse gases are eliminated [4].  

To meet the goal of net zero emissions by 2050, it is necessary to phase out hydrogen production from fossil 
fuels and coal and adopt more sustainable methods, such as hydrogen production from natural gas with 
carbon capture and storage, or hydrogen produced through electrolysis using renewable electricity. While the 
former significantly reduces the carbon footprint, the latter has the potential to almost eliminate emissions 
completely. 

Therefore, electrolysis may play a crucial role in the transition to a net zero society, and it is important to 
investigate how to implement this technology in the daily grid operations.  
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Figure 13. Trend of electrolyser flexibility development. 

 

Electrolysers can add flexibility to the demand side of the power grid, and improvements in startup times are 
expected in the future [5]. The trend is shown in Figure 13 above.  

2 Hydrogen production  

Electrolysers are a key technology for the development of a low emission society, as they use renewable or 
nuclear electricity to produce low-emission hydrogen. Despite their potential, only about 0.1% of the world’s 
hydrogen production currently comes from water electrolysis [6]. However, it is expected that this will 
significantly increase in the future. From 2020 to 2021, the installed capacity of electrolysers increased by 
almost 70%, or 210 MW, to reach 510 MW [6]. It is anticipated that the electrolyser capacity will reach 1 GW 
by this year, and potentially even 1.4 GW if all planned projects are completed. To minimize costs, it is optimal 
to operate an electrolyser within the range of lowest hydrogen cost. One of the examples is to have a model 
to identify the optimal trails for the SOECs to be operated economically over the extended periods of time, 
with minimum degradation rate [7].  

Figure 14. Mix of hydrogen production [6] 

 

Figure 14 visualizes the share of globally produced hydrogen with different technologies, namely with 
electricity, as a byproduct, with coal, oil, and natural gas with and without carbon capture, utilization, and 
storage. According to IRENA classification [8] exist different shades of hydrogen, listed below. 

2.1 Grey hydrogen 

Grey hydrogen represented more than 80% of the produced hydrogen in 2021, according to the graph in 
Figure 14, and is produced from coal or natural gas i.e., mainly methane [8]. The process performed is either 
producing hydrogen by steam methane reforming, in which as the name indicates methane is used, or coal 
gasification. Both processes involve large CO2 emissions and is unsuitable for a future net zero society.  

2.2 Blue hydrogen 

Blue hydrogen only represented 0.7% of the produced hydrogen in 2021, according to Figure 14. Blue 
hydrogen is very much similar as grey hydrogen but provides an 85% − 95% capture of the emitted carbon. 
This method allows continuation in usage of the already existing equipment for production of grey hydrogen 
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but with significantly lower greenhouse gas emissions. Production of blue and grey hydrogen do both require 
fossil resources, making them vulnerable to fluctuations in prices [8]. 

2.3 Turquoise hydrogen 

Turquoise hydrogen is still in the interface between demonstration and market uptake. The process uses 
natural gas and does not produce CO2 [8]. Instead, the carbon atoms from the methane molecules are turned 
into solid carbon black through pyrolysis. 

2.4 Green hydrogen 

Green hydrogen only represented 0.04% of the produced hydrogen in 2021 and is produced through 
electrolysis with renewable electricity as the energy source. Despite its low fraction of the total hydrogen 
production, the interest for green hydrogen has increased significantly over the last years and is well suited 
for the net zero route. However, there are several barriers such as expensive production, need for 
infrastructure and lower efficiency that need to be overcome for the upscaling of green hydrogen to take 
place [8].  

Producing hydrogen through electrolysis requires a reliable and resilient electricity grid. Distribution network 
operators might need more regulations in place to ensure efficient handling of bottlenecks and maintain 
quality. The current trend of electrification is already putting the grid under strain and adding electrolysers for 
hydrogen production will further increase the demand for upgrades. To avoid unnecessary upgrades to the 
grid, one alternative could be to design electrolysers with some flexibility, allowing them to reduce their 
energy consumption during times of peak power demand. This comes at the cost of reduced hydrogen 
production, but optimal solutions may be found by maximizing the combined utility value of delayed grid 
reinforcements and the flexibility of electrolyser operations.  

3 Electrolysers connected to the grid 

Electricity production and consumption must be balanced to maintain a stable grid. When demand for 
electricity decreases, production must decrease as well, while when demand increases, production must 
increase. This balance is maintained with power reserves, which must always have a certain amount of 
available capacity. If production exceeds demand, downregulation is performed, while if consumption exceeds 
production, upregulation must be carried out[9]. The integration of RES into the grid can introduce instability 
due to the unpredictable nature of their production, which cannot be controlled. As a result, they are not able 
to contribute to grid balancing, except through the undesirable process of curtailing production.  

The operational patterns for hydrogen production will have different consequences for the distribution grid, 
depending on the economic feasibility of production. Therefore, it is important to develop various scenarios 
and analyse the specific consequences for each case. By simulating hydrogen production from a specific grid, 
the impacts of importance would be clearer and optimal operation of hydrogen production could be more 
accurately defined. This could help to better understand the optimal ways to integrate hydrogen production 
into the grid as shown in Figure 15. As energy-intensive technology, electrolysers can be operated to support 
the grid by regulating the input power based on the grid's condition, to deliver system services, participating in 
ancillary markets. 

Figure 15. Layout for the grid connected electrolyser system [10] 

 

Different solutions such as energy storage, demand response, and curtailment of variable renewable energy 
sources in combination with hydrogen technology have been suggested to manage the energy flows and 
increase the flexibility of the grid considering the rapid dynamics of the electrolysers. 
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4 Electrolysers as a flexible load  

The flexibility of an electrolysers refers to its ability to adapt to different loading conditions, ramp up or down 
production quickly, start up quickly from both cold and warm states, and minimize standby losses. Cold start 
up is the time it takes for the electrolysers to start up from ambient temperatures, while warm start up is the 
time it takes to start up when the system is already warm or in standby mode. 

Heat is generated when an electrolyser operates at lower loads, such as below 30% of its nominal capacity 
[3]. This can result in increased energy consumption and hydrogen production costs. On the other hand, 
operating an electrolyser above its nominal load, as is possible with Proton exchange Membrane (PEM) 
electrolysis, can cause the stack to degrade faster due to the additional stress of the overload. In addition, 
higher cooling costs may be incurred as more cooling of the system is required. Large electrolyser systems 
can shut down part of the system completely, allowing for a wider practical load range. On smaller systems, 
the load range may be limited by the components that require cooling or heating to operate at thermoneutral 
conditions. The practical minimum load for alkaline electrolysis is around 20-25% of the nominal load. 
Operating below this level can result in increased impurities in the produced gases, as the current density 
decreases, and the amount of contamination remains constant. Therefore, it is recommended to operate an 
alkaline electrolyser at 100% of its nominal capacity. PEM electrolysis technology has better flexibility, as it 
can be operated across the full range from 0-100%, and in some cases even up to 150-160% for a short 
period of time [3]. However, additional cooling and a properly dimensioned power supply may be necessary to 
support operation in these overload scenarios.  

4.1 Dynamic behaviour 

Both PEM and alkaline electrolysis systems require some time to heat up and maintain a certain temperature 
during standby mode. PEM systems take only seconds to transition from standby mode to nominal load when 
the systems are warm and pressurized, while alkaline systems take 1 to 5 minutes to do the same [3]. 
Although alkaline electrolysis is not suitable for low loads and therefore not suitable for variable renewable 
energy sources (VRES), it has the lowest cost for large systems. On the other hand, PEM electrolysis is more 
suited for VRES but is more expensive due to the use of expensive or rare materials. In terms of flexibility, 
PEM is generally better suited than alkaline electrolysis, as the latter has previously demonstrated relatively 
poor dynamic behaviour while PEM operates well during dynamic operation. As a result, alkaline electrolysis 
systems are typically operated in continuous mode, despite having a practical load range of 20-100% of 
nominal load. PEM systems, on the other hand, can ramp up to the MW scale in less than 10 seconds, but may 
require 5-20 minutes for cold start up [11]. However, this start-up time is significantly shorter than that of 
alkaline electrolysis, as shown in Figure 13, and is expected to continue decreasing in the coming years. As the 
enhancement in the start-up times can be expected in future, electrolysers can be considered as the potential 
source of flexibility in the demand side of the power grid. 

4.2 Economics  

The economic feasibility of using electrolysers for grid balancing services depends on various factors. One 
important factor to consider is the reduced income from not producing hydrogen, also known as the price of 
curtailed hydrogen. To determine if electrolysers are economically viable for balancing services, the income 
loss from curtailed hydrogen should be subtracted from the income gained from participation in the grid 
balancing market.  

The value of participating in the grid balancing market varies among countries, depending on the availability 
of fast-controllable power sources [12]. For instance, Norway has a large capacity for hydroelectric power, 
with approximately 85 TWh of energy storage in water reservoirs. This acts as a “giant battery”, reducing the 
need for grid services in Norway. In contrast, countries with more conventional power plants, such as nuclear 
and coal, which have slower controllable generators, are more likely to profit from grid balancing services 
provided by electrolysers [12]. Then it would be possible to have a gradually increasing share of renewable 
energy sources, increasing the need for grid balancing services. 

It is worth noting that due to the high electricity share from hydro power in Norway, power generation is fast-
controllable, leading to lower profitability for grid services compared to other countries. Despite having a large 
hydrogen production capacity, Norway has lower values for curtailed hydrogen than the other European 
countries considered [9]. In addition to the impact of curtailed hydrogen prices, the economic performance of 
an electrolyser depends on its utilization in terms of full load hours, at the low level of full load hours may 
allow the electrolyser to be available for grid balancing services when needed. On the other hand, a higher 
utilization of the electrolyser with a higher number of full load hours may limit its potential for grid balancing 
services. However, the duration of power peaks may electrolyser to lose a significant amount of time 
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operating at full load. Therefore, providing grid balancing services in short time intervals may be economically 
beneficial if it can prevent or at least delay the reinforcement of existing cables and lines to some extent. 

 

5 Technology in the grid perspective  

To maintain focus of this study is on the grid integration, therefore following assumptions are considered: 

 This study does not specifically concentrate on the modelling of the hydrogen storage or the 
dimensioning of a hydrogen storage facility. It is assumed that the storage of hydrogen necessary for 
the different scenarios is feasible without explicitly examining the storage aspect.  

 Real-time control of the water electrolyser is not modelled as it falls outside the scope of this study, 
which primarily focuses on the power system perspective. 

 Only a portion of the distribution network is modelled, specifically one radial of the grid. This 
assumption arises from various factors, like to construct a realistic and agile network model. 

 Insights into critical infrastructure are limited.  

 The investments and costs associated with implementing an electrolyser of the chosen size will not 
be considered due to the same reasons stated above. 

5.1 Modelling 

In this study investigation is focused on the optimum utilization of green hydrogen and explore the impact of 
integrating electrolyser into the distribution grid operation. To accomplish this test network have been 
modelled in DigSILENT power factory and various case studies have been studied. As actual data both 
electrical equipment and load was obtained from the real distribution grid, to obtain precise simulations.  

5.1.1 Network Model 

The test network is based on the radial 22 kV distribution grid.  There are nine primary connection points, 
labelled as B1-B9, 19 buses in total interconnecting the cables, lines, and a transformer.  

 Table 3: Network parameters 

Transformer  Overhead Lines Cables System Voltage Remarks 

210 MVA, 
132/22 kV 

FEAL 1x150 Aluminium with 
cross-section of 
either 240 or 400 
mm2   

22 kV Transmission 
between B3-B3: 
Combination of 
cables and 
overhead lines 

YNd11 Steel core with outer 
layers of aluminium 

Copper with cross-
section of either 
95 mm2   

Remain constant in 
the entire radial 
from the 
transformer 

 

Source : Elmea,2023 ; https://www.elmea.no/  
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Figure 16. Model of the test network 

 

Although actual line are three phases, single line diagram of the test network is shown above in Figure 16 
[10] and technical details are found in Table 3. 

5.1.2 Modelling of Water Electrolyser  

PEM (proton exchange membrane) electrolyser dynamics are ascribed to the coupling of various physical 
phenomena represented as a complex system with non-linear relations Figure 17  [13]. Mathematical model 
of electrolyser unit can be represented via electrical model demonstrating auxiliary system, electro-chemical 
domain, fluidic as well as mass transfer domain etc [14] [15]. Flexibility behind water electrolyser can be 
characterised by the capacity to perform at various power levels which is primarily dependent on the stack 
potential.  

In this work, electrolyser model is developed using DIgSILENT Simulation Language (DSL) with the data 
source: NEL PEM MC500 electrolyser system. Although DSL modelling is typically utilized for dynamic (time-
continuous) process and control, we simplified the control where only power consumption is considered to 
control the electrolyser. This is due to the focus of the research, which is to explore the impact into the 
network. It was assured to preserve the characteristics of electrolyser to rapidly ramp up and down. 

Figure 17. System representation of a PEM 

electrolyser plant  

 

Figure 18. Electrolyser model with the 

components considered. 

 

Model of electrolyser thus developed is as shown above in Figure 18. Further details of electrolyser modelling 
can be found in [10]. 

5.2 Simulation scenarios 

In order to assess the most suitable technology for optimal operation and figure out how the flexible 
operation of water electrolyser can be utilized to minimize the impacts of electrification, three most relevant 
scenarios have been chosen for the analysis: Scenario A, Scenario B and Scenario C.  
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6 Result and Discussions 

6.1 Scenario A: Base Case 

Scenario A refers the base case i.e., current grid at the Figure 15, and winter load variation, without 
considering the use of electrolyser. The load variation plot in Figure 19 represent typical weekday in a worst 
way. 

Figure 19. Load variation (day with highest 

consumption in without considering 

electrolyser 

 

 

 

Figure 20. Network with heat map 

illustrating voltage level throughout the 

network 

 

Scale in the left side of the network in Figure 20 represent voltage threshold and loading range. White boxes 
are with key parameter info like active power in MW, reactive power in MVar and current in kA. It is observed 
that system has sufficient capacity to meet peak power demand without reliability or stability issues.  

6.2 Scenario B: Current Grid with Electrolyser  

In this case, electrolyser is implemented in the existing grid and was operated in the peak loading condition as 
mentioned in section 6.1.   

Figure 21. Line loading of existing grid with 

electrolyser   

 

Figure 22. Heat map illustrating existing 

network voltage status when operating with 

electrolyser  
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As shown in the figures Figure 21 and Figure 22 above, it is observed that with implementing 2.214 MW 
electrolyser there is minor impact (lightning of green colour) in voltage near the point of coupling however it is 
still within limit. Maximum line loading is only about 50%. 
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6.3 Scenario C: Future Grid with Electrolyser  

In this case also same network is considered however, loading of the line are based on highest forecasted 
load profiles for 2050 by Statnett i.e. loads are increased by 114%. In addition, ferry charging point (FCP) is 
added at the end of radial. For details information about the set up please refer to [10]. This network set up 
will be used for the future scenarios discussed below.   

 

a) Scenario C 1 Future Daily

Figure 23. Cable 3 loading with FCP and 

electrolysis operating at 100% 

 

Figure 24. Illustration of network voltage 

distribution in a heat map 

 
The heat map presented in Figure 24 is for the case for peak daily load with electrolyser operating at 100% 
and at the same time ferry charging drawing 100% power all day. Overloading (red colour in heat map) of the 
sea cable-3 (102.5%) is observed with potential thermal stress. Additional voltage drops (blue) are measured 
which are close to lower limit. For the more realistic scenarios for the flexible solutions, ferry charging 
schedule (7 different timings) with varying operating scenarios (73% - 91%) for electrolyser is implemented. 
It is observed that when the operation of electrolyser is minimised, the voltage loss is reduced. So, significant 
trad off can be achieved.    

b) Scenario C 2 Future Weekly 

Same network with electrolyser operating at 100% as mentioned above is used in this case as well but 
loading scenarios depicts the typical weekday and weekend day. From this analysis variation in consumption 
pattern will be observed.   

Figure 25. On average weekday: line loading 

 

Figure 26. On average weekend day: Line 

loading 
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It is observed that during weekdays maximum line loading was up to 100% however in weekend days it 
rechages up to 120% as shown in  

Figure 25. On average weekday: line loading 

 

Figure 26. On average weekend day: Line 

loading 

 

 and Error! Reference source not found. above. This is due to more typical residential load which has 

increased usease during the weekend. So, by by adjusting hydrogen production and storage utilization 
according to the load trends, the grid can be capable to accommodate more fluctuating loads and can have 
less overload situations even in peak periods.  

c) Scenario C 3 Future Yearly 

This scenario is to understand monthly hydrogen production and demand from fishing fleets to figure out the 
trade off with grid operation.  

Figure 27. Yearly line loading with 

electrolyser operating at 100% 

 

 

Figure 28. Heat map showing voltage 

distribution across the network   

 

Figure 27 and Figure 28 shows that cable-3 is the most stressed cable which is operating almost 100% 
during first 4 months however rest 4 lines are below 60%.  

So, electrolyser can be operated with variable load that can lead boost grid to flatten the load profile. To 
calculate the flexible solution from electrolyser, surplus energy available after fulfilling the hydrogen demand 
of fishing fleet was calculated which was 8%. So, 8% of hydrogen production can be utilised for the grid 
services. Further, by determining the periods when hydrogen demand exceeds maximum production capacity 
of electrolyser, load shifting requirement for particular months can be identified. Effect can be seen in  Figure 
29 and Figure 30 below.   

Figure 29 Average loading of the cable 3 by 

month with different operating strategy for 

electrolyser  
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Figure 30. Adjusted electrolyser production 

and hydrogen demand for fishing fleet 

 

Analysis shows that in this particular case, electrolyser can operate 2500 full load hours that can give 
sufficient low price however operation exceeding 6000 full load hours may result in increase in hydrogen 
price. For example, if electrolyser is operated at 92% capacity i.e., 8000 full load hours, may result higher 
hydrogen cost in comparison to period when operated at lower capacity.    

7 Conclusions 

Electrolysis may play a crucial role in the transition to a net zero society, and it is important to understand 
how to implement this technology in the power grid. It is clear what electrolysers can add flexibility to the 
demand side of the power grid, and technological improvements in startup times and opportunities are 
expected in the future. 

The findings of this study suggest that hydrogen from electrolysis has the potential to play a significant role 
in the transition to a net zero society. While it requires a reliable and resilient electricity grid. Advances in 
electrolysis technologies and optimization strategies can help minimize the impact of renewables on the grid 
operation. Alkaline electrolysis is the most widely used method for large-scale hydrogen production, but 
proton exchange membrane (PEM) electrolysis has the potential to provide the best characteristics for grid 
balancing services and operate as a flexible load. This can be achieved through strategies such as adjusting 
energy consumption to match available grid capacity. However, this may come with a cost and potentially 
increase the price of hydrogen per unit.  

The operational patterns for hydrogen production will have different consequences for the distribution grid, 
depending on the economic feasibility of production side. For future work it would be interesting to develop 
various operational scenarios and analyse the specific consequences for each case. By simulating hydrogen 
production from a specific grid, the impacts of importance would be more clear and optimal operation of 
hydrogen production could be more accurately defined. All these is important to better understand the optimal 
ways to integrate hydrogen production into the grid.  
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1 Context 

People, assets and infrastructures located in mountain territories are highly exposed to natural phenomena 
that induce both direct consequences (damage) on objects but also indirect, remote consequences. In these 
areas, critical infrastructures such as transport, energy, communication, water networks disruption due to 
either rockfalls, floods, snow avalanches or landslides can have severe long-term, remote, economic, social 
consequences which somehow characterize the territory resilience including therefore a temporal dimension. 
To reduce risk, local authorities, state, infrastructures managers often build structural protection measures. 
For instance, torrent check dams control material volume and flow through stabilization of bed scouring and 
banks. More than 21,000 old protection works, including 14,000 check dams, are registered in French public 
forests. Those works are highly exposed to phenomena effects, to severe climatic conditions and are often 
located in non-easily accessible areas: they are therefore submitted to deterioration with consequences on 
their efficacy and the risk level on areas where protected assets are located downstream. Assessing their 
actual effectiveness is a key issue in maintenance decision-making (Carladous et al., 2016a, b). In this 
context, being able to assess the status of the protection works, their maintainability and to choose the best 
maintenance strategy remain challenging decision-making issues for stakeholders.   

Several scientific and methodological developments have been proposed to both characterize the efficacy of 
protection works, to support related decisions processes such as identifying the best maintenance strategies 
and also finally to analyse the effects of deterioration on risk levels.  This presentation presents a global 
picture of the natural risk management context and the interest of proposing integrated, pluridisciplinary and 
complementary methodologies. It recalls recent findings but also connect them to decisions contexts and 
stakeholders’ needs for research to implementation and real-life decision contexts.  

2 Some pluridisciplinary methodological developments 

2.1 Analysing the efficacy of protection works 

The efficacy of a system may be an ambiguous concept. For a (risk) protection work, it can be defined as the 
level of objective achievement according three features: structural, functional, and economic. Its assessment 
is based on the comparison of its capacity with the chosen objectives. Nevertheless, due to ageing and 
deterioration the nominal capacity of a structure may be reduced. When analysing structural pathology, field 
practitioners focus on structural and functional features. A first essential step is to define and assess 
degradation criteria that can affect structural stability and the functional service of each structure or cluster 
of structures. This analysis based on inspection done by experts is the basis to propose maintenance 
strategies.  A pluridisciplinary, integrated process is proposed to assess this efficacy using multicriteria, multi-
feature (structural, functional, and economic) and multiscale (check dam, device, and watershed) analysis. 
Those developments combine functional analysis and multi-criteria decision methods (MCDMs) in a context of 
imperfect information (Carladous et al., 2016a, b).  

2.2 Analysing the deterioration process and prioritizing maintenance strategies 

Protection structures that reduce the risk caused by natural hazards protect infrastructures and are there part 
of critical systems. Their deterioration over time influences their level of performance and can lead to 
dramatic consequences. In the context of natural hazards, identifying and analysing dependencies between 
the structure and the environment, and supporting decision-making for choosing the best maintenance 

mailto:jean-marc.tacnet@inrae.fr
mailto:jean-marc.tacnet@inrae.fr
mailto:Christophe.berenguer@grenoble-inp.fr
mailto:nour.chahrour@grenoble-inp.fr
mailto:simon.carladous@onf.fr


 

108 

strategy with limited budgetary resources remain challenging. New approaches are proposed to go beyond 
traditional methods used in safety and reliability analysis and to develop a comprehensive approach that 
permits incorporating possible interactions when modelling system's deterioration and provides information 
for analysing cascading effects prioritizing maintenance actions. Recent developments couple (1) numerical 
models that account for the dynamic deterioration of check dams and retention dams (Chahrour et al., 2021, 
2022b) based on civil and hydraulic engineering expertise, and (2) a decision-aiding model, based on 
surrogate stochastic models built with e.g. stochastic Petri nets, that compares the evolution of the system 
deterioration and the associated incurred costs when subjected to maintenance operations.  

2.3 Developing practical tools and frameworks for operational risk management decision-

aiding   

Practitioners need operational risk management frameworks.  To help local authorities to manage multiple 
risks in mountain areas and choose the best strategy, the French ministry for Ecological Transition has 
designed and promotes the new French framework called Mountain Risk Management and Prevention 
Strategy (STePRiM).  It consists in a new innovative framework to help local authorities choosing and funding 
their risk management strategies in mountain areas. A first step of risk diagnosis and protection works’ status 
analysis is first carried out over a large area and is then followed by a step of prioritization between possible 
options in collaboration with local stakeholders. Risk analysis is here directly linked to risk evaluation and 
finally decisions related to the choice, the location and the scheduling of risk reduction strategies and actions 
(Carladous and Tacnet, 2022; Tacnet et al., 2022).  

3 Perspectives and challenges 

The objective of merging science, engineering and decision-aiding open new research perspectives dedicated 
to critical infrastructures risk and resilience assessment. Combining disciplines, approaches developed for 
industrial, technological assets and infrastructures for application to natural and NATECH risks is a promising 
challenge. Improving knowledge about cascading effects between natural and technological risks, including 
the evolution of vulnerability are important issues. Linking the level of protection works or systems with the 
downstream risk and resilience levels is one of the next on-going challenges (Chahrour et al., 2022a). Merging 
technical analysis and decision-making processes is key for effective territorial risk and resilience 
management. New spatial group decision-aiding methods are required to associate all stakeholders.   
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Abstract 

Public safety is confronted with an increasing number of threats, such as natural disasters, terrorist attacks, 
cyber-attacks and more. In many cases, these lead to significant disruptions of critical infrastructures 
affecting a large number of citizens. A better understanding of the complex interplay of critical infrastructures 
in such scenarios can support authorities and organizations responsible for security. To address this, a 
modular co-simulation framework is presented that simulates the effects of disasters on critical 
infrastructures and their direct impact on citizens. The framework captures interdependencies and cascading 
effects by simulating multiple domains such as water, energy, gas, and telecommunications. It also includes 
building damage analyses and emergency response decisions. Grounded in physical principles and real-world 
data, this versatile framework serves as a valuable tool for public-safety assessment and training for safety 
personnel.  

1 Introduction 

Determining the vulnerability of urban areas and its critical infrastructure to natural calamities like flood, 
heavy rainfall, and severe storm events but also anthropogenic disasters like terror attacks has become an 
increasingly important research topic in recent decades due to the worldwide increasing frequency and 
intensity of such events. The failure or impairment of critical infrastructure can have a severe impact leading 
to sustained supply shortages and significant disruptions to public safety. Especially, hidden dependencies and 
unforeseen or unexpected cascading effects between multiple critical infrastructures pose potentially high 
possibilities for danger to citizens.  

In terms of increasing resilience of an urban area but also its critical infrastructure, it is essential for decision 
makers, agencies, governments, and infrastructure providers to gain a comprehensive understanding of not 
only the vulnerability and failure probabilities of individual critical infrastructure. It is also important to 
consider the conditional impact that the degradation or failure of one infrastructure can potentially have on 
another critical infrastructure. In the past, several research groups identified risks and hazards that arise from 
cascading effects in interconnected systems of the built environment and critical infrastructure. The authors 
of 1 give an overall summary of the current progress and challenges concerning community resilience and the 
identification of system interdependencies. Although researchers identified and investigated some 
interdependencies between critical infrastructure systems, these findings have so far been used in few cases 
to couple simulations of the individual components of an urban system. Some projects offer possibilities to 
evaluate and visualize the interdependencies of critical infrastructure systems by developing tools like SAT 
(Severity Assessment Tool) 2 or CReDo (Climate Resilience Demonstrator) 3 for decision-making and 
optimization purposes. Nevertheless, the individual functionalities of different critical infrastructures or the 
state of the built environment are not simulated using engineering models and other simulation methods; 
instead, they are often data driven. Coupled simulations are mostly used for critical infrastructures such as 
water, electricity, and gas networks (e.g. 4 5). However, the interdependencies to the built environment and 
emergency response systems are not treated in most projects. In 6 an interdependent networked community 
resilience modelling environment (IN-CORE) is implemented. The authors use a service-oriented architecture 
that supports the integration of various services, including analyses for buildings and the built environment 
using fragility curves, simulation of infrastructure networks, and various hazard scenarios. However, the 
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authors do not address the simulation methods that were used. Also, emergency response systems, which are 
crucial for using such a system for training purposes, are not included in the analysis. 

Therefore, a methodology is developed that enables the virtual representation of infrastructure vulnerability 
and functional impairments of an urban district in a hazard situation. Within the presented framework 
multiple simulation modules for diverse critical infrastructures and services such as water, energy, gas, and 
telecommunication are incorporated. These simulation modules are built upon engineering models that are 
grounded in physical principles, standards or (geo-referenced) real-world data, enabling them to make 
predictions about the state of the modelled system based on specific conditions. The framework also includes 
scenario-specific building damage that is analysed based on probabilistic engineering models. Furthermore, 
an agent-based simulation of emergency operations and services by first responders, modelling quick 
responses and actions to critical incidents is incorporated into framework. The inclusion of these two aspects, 
which both impact or are impacted by the state of other critical infrastructures, is a novelty, as it enables the 
structural assessment of critical infrastructure facilities and explores cascading effects that hinder the work 
of emergency responders.  

In general, the developed methodology allows insights before, during and after a disaster and can offer a 
deeper understanding of cascading effects and chain reactions caused by major impacts on critical 
infrastructure from severe natural events or deliberate attacks. The framework is developed using the 
example of an urban heavy rainfall event with flooding and considers the mentioned aspects of gas, water, 
power supply, communication networks, emergency services, and building structures. However, due to its 
modular structure and integration into the Fraunhofer Open Source SensorThings API Server FROST 7, it is 
versatile and can be expanded to cover additional hazard scenarios and infrastructure aspects. It enables 
various applications, such as decision support tools for authorities and infrastructure operators, as well as 
training tools in the field of public safety. 

2 State of the technology and model overview 

The simulation of the individual components of the infrastructure networks (gas, power supply, drinking water, 
telecommunication) as well as the emergency response and building vulnerability each on its own is already a 
comprehensive tool for functionality and resilience assessment analysis. Therefore, for each component a 
separate simulation tool is developed that meets the specific requirements and functions of the component. 
Each tool works independently on its own and represents an autonomous simulation tool, which is described 
in the following paragraphs for all components. The communication between the individual simulators is 
described in section 0. 

2.1 Simulation of extreme contingencies in urban gas distribution networks 

A multitude of tools to study disruptions on the operation of gas grids have been described in the literature: 
The ProGasNet-code 8 is based on the maximum flow algorithm together with failure rates and can be used 
to perform statistical risk assessment regarding the supply situation of gas consumers. The GEMFLOW-code 9 
allows to simulate probabilistic time-dependent gas supply disruptions in a flow model without accounting for 
realistic flow physics. The TIGER2-model 10 is a dispatch model of the European gas market based on 
capacity constraints and the mass-balance equation able to optimize natural gas flow under physical and 
economic restrictions while neglecting the gas pressure distribution and friction. An important open-source 
software project aiming at static analyses of balanced fluid systems of incompressible or compressible media 
is pandapipes 11 which allows solving for pressure and velocity distributions. The software SAInt 12 allows 
for transient hydraulic simulation of gas systems together with modelling of electric power systems using an 
augmented AC-Optimal power flow model. SIMONE 13 offers a transient gas flow solver for optimization of 
design and operation of large and complex gas systems. Synergi™Gas 14 can be used for optimizing network 
operations, planning and design, and performing “what-if” or other operational analyses based on a steady-
state approach. The GasNetSim-code 15, 16 aims at a compromise between physical accuracy and 
computational efficiency by providing more detailed and realistic predictions of the gas flow than GEMFLOW 
and ProGasNet while incorporating more simplifications than the commercial tools SAInt, SIMONE and 
Synergi™Gas. A flow regulator approach for ensuring a robust solution for highly disrupted gas network 
scenarios constitutes a unique feature of the GasNetSim-code. Therefore, the implementation presented in 
this contribution of the gas network simulation module is based on the GasNetSim-code. 

Natural gas grids can be modelled as networks with nodes (representing, i.e., sources, consumers, junctions) 
which are connected by directed one-dimensional edges (representing, i.e., pipeline segments, compressors, 
regulators, valves). The respective network graph attributed with operating parameters like source pressures, 
consumer demands or compressor, regulator, and valve properties as well as pipeline characteristics like 
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lengths, diameters, inclinations, and roughness values constitutes the input for the gas module. The dynamics 
of natural gas, as a mixture of gaseous hydrocarbons, are governed by the laws of thermodynamics as well 
as hydrodynamics ensuring the conservation of mass as well as momentum under the influence of inertia, 
friction, gravity, and external forces from, e.g., compressors (see, e.g. 15, 16). Assuming isothermal and 
steady-state conditions, which are reasonable assumptions in the context of urban gas distribution networks, 
the state of the resulting system is completely described by the pressures at all nodes and the flow rates 
through all edges. Values for these variables can be obtained as the solution of a system of coupled non-
linear differential equations of motion. Integrating the equations of motion in sections along the longitudinal 
direction of the edges yields a system of coupled non-linear algebraic equations describing the average flow 
rate through each section as well as the pressure at each node (see, e.g. 15, 16 for details). These form the 
set of output variables of the gas module associated with the respective elements. When receiving an 
arbitrary gas network graph as input, the gas module automatically sets up the corresponding system of non-
linear algebraic equations built from the topology information and the attributes of the input graph. 
Solvability is ensured by checking mathematical solvability of the input graph as well as by utilizing the flow-
regulator concept introduced in 15, 16 enabling physical solutions that may be far from design-point 
operation. To enhance robustness, the solution is found by iterated linearization in conjunction with a least-
square method. 

2.2 Simulation of urban power distribution grids 

Various software solutions are available for modelling and simulating power distribution grids, including both 
commercial and open-source options. A comprehensive overview of these tools is available in 17. Further 
tools that have been used in literature for coupled simulations with other supply grids are summarized in the 
following. Pandapower is an open-source Python package that can perform static and quasi-static power grid 
analyses 18. By combining pandapower with pandapipes, multi-energy grids are simulated 11. OpenDSS is 
another open-source software for simulating distribution power grids. In 19, a co-simulation between a 
distribution grid and communication network is realised with OpenDSS and OMNeT++, a software for 
simulating communication networks. In 20, an integrated multi-energy system consisting of a power and gas 
grid is modelled using the commercial tool PSS®Sincal. The authors use the co-simulation tool OpSim to 
connect both simulations and conduct discrete time steps of uniform length. Another commonly used 
commercial tool is PowerFactory by DIgSILENT. In 21, examples of coupling with other systems are provided. 
PowerFactory offers flexibility and interoperability with additional tools through its Python application 
programming interface (API) 22, while maintaining high accuracy of results 23 . In addition, PowerFactory 
presents a wide range of different components and a comprehensive library of models for them. 

To address the need for a flexible and modular interface tool that allows for adjustment of grid parameters 
through a user-friendly graphical user interface (GUI), this paper presents an implementation of a power grid 
simulation module using the simulation software DIgSILENT PowerFactory, controlled by a Python application 
through an API developed by DIgSILENT. A geo-referenced power grid can be imported into the software as 
input, but a modelling of the network from scratch is also possible. Analogously to the gas network, nodes and 
edges form the network graph. In principle, all voltage levels can be analysed with PowerFactory, but for the 
urban setting of this paper, the middle voltage (MV) grid was chosen, which describes the inner-city supply 
conditions with sufficient accuracy. The MV grid consists of lines, transformers, terminals, various generation 
units, and consumers. The parameter data for the components of the MV grid come from various public 
sources. The grid model is stored in PowerFactory’s internal Oracle® database. The grid state is calculated by 
load flow calculation based on the Newton-Raphson method (see 24) and is described using the load of the 
components, as lines and transformers, and by the voltages at the terminals. 

2.3 Simulation of drinking water networks 

EPANET 25 is the most widely used tool for hydraulic simulations of drinking water distribution networks. It 
can be used as a standalone command-line tool and provides a basic network editor. EPANET is also used as 
the computational engine for numerous free and commercial drinking water network modelling and 
simulation software, since most drinking water network simulation tools have the capability to import and 
export EPANET INP files. Some examples of open-source attempts to enhance the functionality of EPANET are 
WNTR 26 and QGISRed 27. WNTR provides a Python wrapper that adds advanced analysis capabilities to 
hydraulic simulations. On the other hand, QGISRed integrates EPANET with QGIS Software 28, a 
comprehensive open-source GIS package. Python libraries do not provide user-friendly interfaces by 
themselves to non-Python experts and QGIS-extensions are restricted to the QGIS interface. Therefore, a GIS-
like software with its own GUI based on the developing tools .NET and C# using EPANET as the computational 
engine is developed as a part of this research. 
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Drinking water pipeline networks in EPANET are described as an ordered graph consisting of nodes connected 
by links. The nodes in the network represent tanks, reservoirs and junctions, while the links represent pipeline 
sections, valves, and pumps. Each network element has a set of parameters, as detailed in the EPANET 
manual 29. The developed software offers the functionality to assign coordinates to EPANET objects in a 
specific spatial reference system (SRS) 30. It also allows the storage of the entire network (graph), along with 
all parameters, in a relational PostGIS database 31. Additionally, spatial operations can be performed on the 
data, and additional information such as population density can be incorporated into calculations. While 
initially developed for Windows, the software can be adapted to run on any platform supported by the .NET 
framework. In addition, the software wrapper includes support for various standard interfaces. 

2.4 Simulation of (LTE/5G) cellular network coverage in disaster-stricken areas 

The communication simulation module calculates the effects on the cellular network coverage that arise from 

critical infrastructure failures within urban or sub-urban areas. The primary objectives of this module are 

firstly, to generate forecasts on remaining cellular network coverage in a disaster-stricken area and secondly 

to evaluate the citizens’ ability to receive alerts and warnings from authorities as well as their ability to 

initiate emergency calls. To conduct theses simulations for the simulated target area, the module actively 

monitors the power supply of mobile base stations that are typically deployed atop buildings and calculates 

the areal overall cellular-network coverage. Mobile base stations in general function as pivotal cellular 

network antennas, provisioning mobile network services towards cell phone users. In this case the simulation-

module recreates LTE and 5G networks based on the information about all cellular network antennas 

deployed in the simulated target area.  

Network simulation is a widely employed research methodology that serves multiple purposes, including 
validation 32 and comprehension of diverse network models and protocols 33. This methodology proves 
invaluable in assessing network protocol performance 33 and crafting mobility and signal propagation models 
for real-world scenarios 34. Notably, the simulation of cellular networks (such as LTE-networks) has been 
explored in prior research, encompassing link-level and system-level analyses in 35 using an OMNeT++ based 
approach as presented in 36 and 37 through a system-level approach utilizing MATLAB®.  

In addition to the approaches in the field, this mobile-network simulation approach aims at simulating large-
scale city-based mobile network topologies with a massive amount of network nodes. The ability to conduct 
large-scale analysis is required for the assessment of crisis outcomes and post-disaster communication 
between citizens and authorities, especially in residential areas. The approach shall further be useful for the 
evaluation of suitable post-disaster emergency communication strategies that may be deployed by 
authorities in a post-disaster scenario such as Void-Communication as described in 38, depending on the 
remaining state of the cellular network.  

The core foundation of the simulation module rests upon a system-of-systems architecture of several 
integrated submodules. The major submodule includes a NS-3 based discrete event simulation framework 39. 
This submodule recreates the network topology, based on real-world data that contains the positions, and 
configurations of each mobile base station in the target area. It is therefore mainly responsible for the 
establishment of network scenarios and signal processing calculations within an LTE or 5G network. The LTE 
architecture modules and signaling models as well as functionalities that are used are integrated in NS-3 and 
have been introduced in 40 and 41. 

The simulated base stations are configured with the respective height, transmission power, bands, bandwidth 
and corresponding channels, and are connected to a simulated evolved packet core (EPC) as core network 42. 
5G networks are simulated as non-stand-alone architecture, which is realized as 5G base stations connected 
to an EPC core network 43. The scenarios further include randomly placed user equipment (in-house and 
outdoors) that acts as cell phones. The connection between each user equipment and base station, based on 
distance, received signal strength and positioning, simulates the cell selection process and is used to 
determine the maximum range of each cell. The occurrence of a non-functioning base station changes the 
current cellular network topology within the submodule and thus the maximum range of each cell. 

2.5 Simulation environment of the emergency response 

The emergency response simulation presented here is being developed to assist in evaluating disaster 
management plans in conjunction with expert knowledge and provides recommendations for crisis situations. 
Already known approaches of disaster management simulation use four typical techniques 44: Monte Carlo 
simulations, discrete-event simulations, system dynamics, and agent-based simulations. Here, the agent-
based modeling approach is used, in which different types of abstract agents interact with their environment 



 

114 

to fulfill assigned tasks. Agent-based modeling provides an effective way to simulate complex problems by 
accurately representing them through simple activities. Examples of the use of agent-based modeling are 
given in 45 and 46. In 45, agent-based modeling and simulation for crowd evacuation are analyzed from a 
methodological and empirical perspective. Specifically emergency plans are investigated with the aim of 
evaluating their feasibility. In 46, resource allocation across two locations is considered in a major incident 
using agent-based simulation. 

Here, multiple sub-modules, namely Incident Generator, Detectors, Control Center, Depots and Tactical Units, 

are combined to a comprehensive emergency response simulation module. In a first step, incidents are 

generated using a time-based or probabilistic approach based on available open data. These incidents can 

originate from the areas of fire, technical, medical, police, power grid, drinking water network, gas network, 

telecommunication and combinations of these. The other infrastructure simulators presented in this 

publication can also trigger incidents, e.g. gas leaks triggered by the gas simulation module (see paragraph 0), 

water pipe burst triggered by the drinking water simulation module (see paragraph 0), and so on. 

In the second step, the occurred incidents are detected and then reported to the Control Center. Possible 
detectors can be civilians, tactical units, but also automatic alarm systems. The incident is forwarded from the 
Detector to the Control Center by sending an emergency call. The Control Center sets up and manages 
missions resulting from incoming emergency calls, by using mission keywords. Resources are assigned and 
distributed in an optimal way. Resources are tactical units that comprise different types of vehicles from fire, 
police, and medical departments. Tactical units recognise on-site whether the mission keyword is correct. If 
necessary, they can request new resources via the Control Center. The units communicate with each other to 
ensure a successful mission. The routing of vehicles depends on their characteristics and can be adjusted due 
to factors such as size or weight restrictions, activation of signalling systems or roadblocks. 

In total, the emergency response simulation enables the detailed evaluation of different scenarios. This 
evaluation focuses on operational principles, such as alerting, deployment sequence, access routes, and 
optimal positioning of tactical units, in conjunction with expert knowledge. It is advantageous to provide these 
evaluations as well as the visualizations of the simulation to staff members in a familiar operational 
command and administration software environment. Currently, the MobiKat 47 application is utilized for this 
purpose, including its application in staff training sessions. 

2.6 Hazard vulnerability assessment of the built environment 

The built environment is subject to aging, changes in occupancy and usage requirements. Lacking adequate 
design provisions or mitigation measures for existing buildings and increasing hazard frequency and intensity 
can often result in severe damage 48. In general, structural and non-structural damage is distinguished. While 
the latter primarily affects the usage of structures, the former can also lead to a threat to human life. Even 
though not every building and infrastructure system is needed immediately after a hazardous event, it is 
important that critical infrastructures remain operational, or the operational failure is considered in the 
emergency response. 

Flood damage is often provided as a function of equivalent monetary losses and water level 49, 50. However, 
this does not directly address the type (structural or non-structural) and the extent of structural damage 
(crack opening, partial or total collapse). To evaluate the structural performance, hazard intensity measures 
such as flow velocity, flood elevation, debris transport/impact loads, critical water level differences (between 
interior and exterior), and subsoil parameters are proposed in the literature 50. Depending on a building class 
(e.g. RC, masonry, timber, high rise, low rise), fragility curves can then be defined and used to determine the 
probability of exceeding a certain damage level state as a function of intensity indicators. These curves can 
be obtained from empirical data of past damage situations 50 or generated with the help of simulations. 
Simulations are typically based on a deterministic approach that does not allow for a proper incorporation of 
uncertainties 51, 52. Recently, probabilistic methods have been increasingly used for flood vulnerability 
calculation. For example, fragility curves were developed for flood exposure of North American wood-frame 
and steel buildings 53 or for tsunami loaded Asian RC buildings with masonry infilled wall 54. However, the 
developed fragility curves strongly depend on regional construction methods and the considered loading 
condition and cannot easily be transferred to other regions/buildings, e.g., urban structures in Central/Western 
Europe. Therefore, in this contribution fragility curves are derived using probabilistic analyses for typical 
German buildings to assess flood risk at the urban scale. 

Vulnerability is assessed for a portfolio of buildings that have similar characteristics in terms of performance 
in a hazard situation. To organize the buildings into different categories, the urban mixed-use pattern is 
divided into a certain number of building types, each representing a building class, e.g., typical 19th/20th 
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century historical masonry residential building or RC administrative building built after 1945. The variability in 
geometry, material strength and other relevant input parameters within a building class are considered in the 
analysis by means of a probabilistic distribution. The proposed probabilistic framework consists of three 
different sequential modules. Within the first module, a representative structural system within a building 
class is generated from a 3D city model. For this purpose, the building type is first extracted from the city 
model using the building age and geometric footprint of the building. The frequency of its occurrence as well 
as the geometric bounds of its dimensions in plan and elevation are evaluated. Information on the internal 
load-bearing structure, which cannot be extracted from the city model, is supplemented from literature 
studies or individual reference objects with a known structural system. A set of different structural models, 
representative of a specific building class, is derived by considering the uncertainty and adjusting input 
parameters based on their statistical distribution. A Python-based environment is being developed to access 
and manipulate the geometrical models created by the previous module and transfer them to an appropriate 
software package for structural analysis (e.g., RFEM®, Ansys®). The second module then executes the 
structural analysis. Loading scenarios (both standard loading and loads due to the hazardous events) can be 
applied as well as structural modifications (element stiffnesses, section and thickness variations). The third 
module collects and evaluates the analysis results to derive the fragility curves, describing the probability of 
reaching or exceeding a certain damage as a function of the intensity measure. All developed software tools 
are fully coupled, and the consecutive modules are executed automatically in series for integration of the 
results in the overall process. 

In the first phase of the project, the analyses are limited to the complex investigations of structural damage 
to flood loading. However, the concept is equally applicable to all components and installations and will also 
be used to determine the vulnerability of non-structural elements in the future. In addition, the investigation 
of further natural disaster scenarios as well as man-made hazards is foreseen in order to provide a general-
purpose tool for vulnerability determination of built environment. 

3 Proposed co-simulation framework implementation details 

The aim of this research is to create a simulation framework which is able to cover diverse crisis-related 
aspects regarding cascading effects among critical infrastructures and their consequences for citizens for 
various contingency scenarios. To this end, a system architecture allowing for the coupled and synchronized 
orchestration of the presented simulator modules is developed. This so-called co-simulation framework is 
implemented as a microservice-based architecture with each module as an independent microservice. This 
modular approach ensures scalability as well as maximum flexibility in development and integration. For 
communication and synchronization measures, an event-based communication pattern is implemented 
containing events and messages that are exchanged via publish-and-subscribe together with a rule-based 
translation between domain-specific parameter spaces. While heterogenous in principle, each of the modules 
presented in section 0 works in a similar manner as a mapping from domain-specific input data to simulation 
results as data output which might contribute to the input for other modules in subsequent simulation steps. 
For each module, the set of required input data and related output data is called its current world model. For 
a coupled operation, relevant elements of the individual world models have to be sharable among all the 
modules. To ensure this kind of interoperability between the modules with the aforementioned scalability and 
flexibility in mind, a common data model serving as an interface for all modules has to be introduced.  

In this work, physical and also abstract elements of the simulated domains are interpreted as geo-referenced 
things equipped with sensors able to take thing-specific, time-resolved measurements. The inspiration is 
drawn from design and development in the IoT (internet of things) sector. This analogy elevates the modelled 
systems to the concept of a digital twin: While the input data can partly be specified through real-world 
sensor data, where available, simulated results can be used to complement the information content of the 
system state where no measured data is available. Moreover, the IoT sector offers standardized, well-
established data models tailored to sensing entities like the OGC SensorThings API standard 55. The 
SensorThings API standard provides a concept of various entities in specified relations and serves as a 
foundational concept that strictly specifies how data models have to be structured and stored so that other 
modules can subsequently read and understand them.  
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Figure 31. Mapping of the world-model elements (white boxes) to the SensorThings API entities (orange 

boxes). 

 

Table 1. Domain-specific world-model elements and their classification as SensorThings API entities. 
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The FROST server implementation 7, 56 of the SensorThings API is employed in this work. Each simulator 
module’s world-model elements, relevant for inter-module interactions, are stored on its dedicated FROST-
server instance (see 7). The elements of the simulated domains are stored as Things with Locations and 
properties constituting the input data for the simulator module. Datastreams, defined by respective Sensors 
and ObservedProperties, can be related to the Things in order to store the (simulated) measurement values as 
Observations from the simulator output data. Entities on the FROST server can be created, read, updated, or 
deleted via FROST’s RESTful API. A detailed overview over the domain-specific world-model elements which 
need to be shared between the modules and their classification as SensorThings API entities is shown in Table 
1. 

Interactions between the different domains based on innate simulation results are initiated by mutual 
changes to other modules’ world models. These are implemented as translation rules. These translations have 
to be defined for each possible change in one module and its implications to the other world models, thereby 
facilitating an interface between the modules on a world-model level. Furthermore, changes in one module’s 
world model have to trigger a simulation run of said module in response which can be realized by event-
based message exchange. For this purpose, the FROST-inherent MQTT-broker is used by each module to 
monitor or broadcast changes to world-model elements. 

For example (see Figure 32): When the building module calculates the probability for severe structural 
damage due to rising water levels for a specific building in an area affected by flooding, it updates its world 
model with the relevant information. Subsequently, the power module must be informed about possible 
consequences for its world model, e.g., if the damaged building is a critical building such as a transformer 
station. If so, the power module therefore recalculates the state of the power grid which, in turn, might yield a 
set of buildings without electricity in the building module’s world model. Buildings with base stations on their 
roofs, which are affected by the power outage, result in a change within the communication module’s world 
model triggering updates to the predicted cellular network coverage of the affected area. Finally, the 
information about cell-phone coverage and the power supply situation of certain buildings might be of 
importance to the emergency response module affecting the agent-based simulation of the units. 

Figure 32. Exemplary cascading effects caused by a flooding event. 

 

4 Conclusion 

This paper introduces a simulation framework that aims to assess and understand the interdependencies and 
cascading effects between critical infrastructures in urban or sub-urban areas during disasters. The 
framework consists of multiple simulation modules, including those for water, energy, gas, 
telecommunication, building damage analysis, and emergency response. The claim to reproduce cascading 
effects within the simulation, mandates a coupled instead of an insular modelling of infrastructures. This 
requires defined ways of communication and translation between the modules. The proposed system 
architecture is a microservice-based architecture. With event-based messaging and translation rules from the 
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microservices’ outputs to inputs, it allows for communication between the simulation modules and manages 
their mutual triggering. The exchange of messages is facilitated through the common data model based on 
the OGC SensorThings API standard.  

The presented architectural concept serves not only the requirement of scalability, since new modules may be 
introduced in a straightforward manner if they conform to the world-model protocol, but also serves the 
requirements in an environment where numerous developers and modules must collaborate in an 
interdisciplinary environment. 

The presented research is to be understood as an introduction to the newly developed concept. After detailing 
the building blocks, it also lays out the roadmap for further development: The performance of the presented 
modules that are already integrated into the simulation framework has to be validated against real-world 
data with a special focus on their interdependencies. This validation also has to encompass the data and 
assumptions which go into the modelling of the real-world systems since each digital twin can only be as 
good as the data foundation and its simplifications. The inclusion of additional simulation modules must be 
carried out to scrutinize the claim of scalability and flexibility of the approach. The number and dimension of 
contingency scenarios which can be covered by this cross-domain coupled simulation framework also has to 
be enriched to offer versatile application possibilities.  

Conceivable options include “what-if” analyses with a focus on vulnerability and resilience of coupled socio-
technical systems, training applications for relief units and task forces, or infrastructure managers and even 
integration into decision-support software used by decision makers, authorities, and organizations with 
security responsibilities. Incorporating these kind of simulation results with complementing real-world data 
obtained from, e.g., drone reconnaissance or spontaneous helpers into different stages of the crisis 
management cycle, can assist authorities with proactively staying ahead of the crisis.  
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Abstract 

This work aims to characterize damage and lifetime of welded steel structures based on probabilistic fatigue 
design. This proposal presents a new research program (Medelia) to tackle and address several challenges 
related to this important field, gathering researchers and engineers at Grenoble-Alpes University and 
SPRETEC/ARTELIA company. The idea is to identify some drawbacks regarding usual fatigue verification of 
steel structures under high-cycle fatigue, to develop a fatigue study methodology of such structures 
composing hydraulic structures. Following a probabilistic S-N curves at the origin of Eurocodes, we propose a 
probabilistic approach based on fracture mechanics, applied to finite element models. A case study is 
introduced, which is a focus on connections of a lock gate. The resulting stochastic finite element allows 
plotting cumulative distribution function (CDF) of damage and remaining useful life (RUL). 

List of abbreviations and definitions  

SFE Stochastic finite element analysis 

S-N curve Stress vs Number of load cycles 

P-S-N  Probabilistic fatigue curves 

ASME American Society of Mechanical Engineers 

EdF Electricité de France: the main French supplier of electricity managing nuclear and hydroelectric 
plants  

CNR Compagnie Nationale du Rhône: French company managing facilities such as dams or hydroelectric 
plants along the Rhône river 

RCC-M Design and Construction Rules for Mechanical Components 

RUL Remaining Useful Life 

1 Introduction 

The ageing of the hydraulic works in France and around the world leads managers to choose between several 
scenarios: service life extension, repairs, reinforcements, or even complete replacement. The financial stakes 
are often very high, given the costs of manufacturing, construction and operating losses during shutdowns. 
Managers are therefore asking for as much information as possible to assess the remaining life and the level 
of risk associated with each of the aforementioned scenarios. In the case of welded steel structures such as 
turbine runners, lock gates, it is crucial to characterize and model the vulnerability of mechanically welded 
joints and the remaining useful life (RUL) of hydraulic structures.  

1.1 Medelia chair purpose  

The engineering mechanics company SPRETEC, member of ARTELIA group, has initiated the Medelia research 
chair with the INP foundation and the support of two mechanical engineering laboratories (3SR and SIMaP) at 
Grenoble Alpes University (UGA). The aim of this industrial chair is to develop knowledge of fatigue, fracture 
and the durability of hydromechanical structures, for an initial period of four years (2023-2026). 
 
In all industrial sectors, operators such as Compagnie Nationale du Rhône (CNR) or Electricité de France (EdF) 
face with an increasing rate of problems linked to the ageing of their equipment, and in particular related to 
fatigue. This is due to the fact that industries developed strongly in the 2 or 3 post-war decades, bringing 
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equipment to 50-60 years of use today. This is the case in the nuclear, hydraulic, materials handling and civil 
engineering sectors, among others. 
 
In the field of hydromechanics, changes in operating conditions, in particular frequent variations in operating 
dimensions, can also lead to load variations or start and stop costs not originally anticipated (Savin et al. 
2020). Vibration phenomena linked to machinery or hydrodynamic effects can also cause fatigue failure. 
Finally, climate change and its effects (droughts, more frequent and higher floods, high temperatures, etc.) 
could also generate greater variability in equipment loading conditions. Equipment concerned includes lock 
gates, pipes, ball valves, turbines, tanks, aspirators, alternators, etc.  At a first stage, we focus on 
mechanically-welded structures such in lock gates, but the aim of the Chair is to develop a methodology that 
can be applied to other types of equipment.   

1.2 Probabilistic fatigue analyses 

Fatigue calculations carried out in practice are usually based on finite element models and normative post-
processing of cyclic stresses: Eurocodes 3 (EC3, 2005), CODAP (2005), etc. These fatigue calculations result in 
estimates of cumulative damage, reflecting an indicative level of degradation. These estimates are subject to 
uncertainty at various levels. These include e.g.  

— cyclic (or even vibratory) loading history of these components, supplied by the operators (number of daily 
cycles, water level, thermal stresses, etc.); 

— material characteristics (quality of welding, fatigue limits, roughness, residual stresses, stress sign, etc.); 

— geometrical: presence of cracks or defects, reduction in thickness due to corrosion, manufacturing 
tolerances… 

— boundary conditions: bond stiffness, non-linear contact; 

— fatigue calculation methods (damage estimates, service life, probability of failure, etc.). 

In the context, estimating a remaining useful life (RUL) can only be uncertain, despite the many existing 
fatigue studies on steel structures. Figure 1 displays the variation of the stress amplitude applied to the 
mechanical system vs the number of cycles to failure (i.e. service life). Red and green curves are denoted S-N 
curves, or fatigue curves or Wöhler’s curves.  

 

Figure 1. Stress amplitude variation at failure as a function of the number of cycles (S-N or Wöhler curve), 
illustrating the probability density functions of design lifetimes, as well as the quantiles at 2.3% and 50%, 

equal to the respective probabilities of 97.7 and 50% of a longer life (from Rocher et al., 2020). 𝛥𝜎𝐿 denotes 
the fatigue endurance limit. 

The principle of probabilistic fatigue calculation is to enrich fatigue calculation by taking into account 
uncertainties. In Figure 1 are plotted the probability density functions of the growing numbers of cycles to 
failure (i.e. service life), showing probabilities of exceeding a target service life (Rocher et al. 2020), which can 
be updated after inspection, e.g. in the case of offshore structures, taking into account inspection data (DNV, 
2015, in van Jole 2016). 

𝛥𝜎𝐿 
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Just a few publications have been published on the fatigue assessment of lock gates, using stochastic finite 
element models, e.g. (Ramancha et al., 2022) and (Estes et al. 2004). The fatigue study of rivets is also the 
subject of recent work (Jiang et al., 2017). This type of study highlights influencing factors by prioritizing their 
effects on fatigue life. Some works also use a Bayesian approach, i.e. they take into account new observations 
over time to update predictions. 
 
In the following, this paper first presents the Medelia Chair strategy, before presenting the methodological 
framework to be applied. Finally, some preliminary results are proposed.  

1.3 Medelia chair strategy  

Fatigue calculation rules of the Eurocode type are not very well suited to older structures. Indeed, the S-N 
curves of the Eurocode, although reputed to be conservative (97,7% probability of survival in Fig. 1), are 
designed for structures built with contemporary requirements (in particular, in compliance with EN 1090). An 
evaluation method has been proposed by the European Joint Research Centre (JRC, 2008), and recently 
adopted by CETIM in its recommendations (Depale B & Bennebach, 2020). In accordance to this framework, 
we therefore wish to go further than the Eurocode rules by proposing an alternative methodology based on 
the following axes: 
 
1 - Refine fatigue criteria by studying the effects of parameters not taken into account in the Eurocode: one 
can consider e.g. steel grades, weld quality, roughness, corrosion, average stress, stress sign (partially taken 
into account in Eurocode), the level of reliability required, residual stresses, etc. Brand et al. (1999) e.g. 
gathers interesting parametric studies that should used and completed. 
 
2 - Enriching calculations with probabilistic approaches to fatigue. The Wöhler curves of the Eurocode are 
established for a certain level of reliability, which is generally not questioned. A probabilistic approach to 
influential parameters can also enrich fatigue analysis.  
  
3 - Fracture mechanics calculations on weak points of a structure could also enrich and complete the previous 
points, in particular by assessing the influence of the presence of a crack on a constructive detail.  
  
These preliminary working axes are likely to evolve during the course of the chair, in order to best serve the 
objective of developing complementary fatigue calculation tools to help operators to make the right decisions. 

2 Proposed method  

Several types of coupling are possible to achieve probabilistic characterization, with different precision levels. 
These couplings depend on the computational cost of the numerical models involved or the level of 
nonlinearity of these models. They also depend on the possibility of practically implement a mechanical-
probabilistic coupling. The planned fatigue analysis is built on the expertise of the chair members: analytical 
and finite element models developed by SPRETEC, stochastic finite element (SFE) and fracture mechanics 
methods developed by the holders of the chair. We focus particularly in a two-scale SFE approach 
(connections and structure) to predict remaining useful life, before proposing a preliminary fatigue study of 
the welded connection of a lock gate. 

2.1 Two-scale stochastic finite element framework 

The methodology is summarized in figure 2, with the aim of formalizing the framework of our work, by 
arbitrarily defining our calculation models, analytical or finite element (FE), at the scale of a steel connection 
or structure, as a model M, a transfer function between an input parameter vector x and a mechanical 

response y. The central light gray box describes current practice in design offices: based on modeling 

assumptions (materials, geometry, boundary conditions, loads, etc.), the vector x of descriptive parameters of 

the structure is defined. This vector feeds the mechanical study, which may call a series of calculations and 
models (analytical FE analysis...). For example, at the scale of a given mechanically-welded connection, for a 
given principal direction, the maximum stress is a component of y, associated with the "S-N" fatigue curve of 

Eurocode 3, leading to the estimation of a number of cycles to failure N, as well as an elementary damage d 
by relativizing n by the total number N of cycles to failure, from which we can deduce the RUL as a function 
of an operating scenario for the structure concerned. The vector x is decomposed into two sub-vectors x1 and 
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x2, x2 modelling the parameters that can contribute to the correction of the fatigue curve. Parameters x1, 

which have an impact on mechanical behavior, concern  
(i) loads: water level (for a lock gate), thermal (data from thermal models or measurements), vibrations (data 
from measurements and/or FE models), friction (from literature and/or measurements), weight, etc. 
(ii) geometry: construction dimensions, as the steel plates thickness, weld thickness (manufacturing 
tolerances, on-site observations/measurements…), etc. 
(iii) mechanical characteristics: Young's modulus, yield strength, or even ultimate strength... 
These x1 parameters are the ones that feed the M model, and are more or less well known. Each of them can 

be modeled by a random variable based on a mean value and a standard deviation obtained by gathering 
data from operators, on-site observations, scientific and technical literature, fictitious data, etc. 
 

 

Figure 2. Probabilistic framework of fatigue analysis proposed within the Medelia chair. 

The vector x2 is also used to denote the parameters that affect the Wöhler curves (P-S-N curves): 

— material characteristics (literature and/or site measurements); 

— mainly on-site observations: weld quality, roughness, corrosion; 

— from M models or measurements: average stress, sign of stress; 

— reliability target… 

The vectors x1 and x2 are therefore not distinct; x is the fusion of the two. 

The blue box concerns the use of probabilistic assumptions and ad-hoc modelling, such that the 
parameters x can be modelled using a random vector X, as input to the model M, leading to a vector random 

response Y. From this response, the use of regulatory fatigue curves (dotted red arrow) enables probabilistic 

characterization of the output z modelled using a random vector Z = (N, d, DV). Probabilistic fatigue curves (P-

S-N) can also be defined. 

The yellow box shows the use of modelling at the scale of connections identified as vulnerable at the end 
of the M calculation, with or without cracks. Fracture mechanics enables a more detailed characterization of 
the harmfulness of the crack. At the end of this study, xR represents information such as dissipation energy 

rates or stress intensity factors, that could be used to revise the M model, or the fatigue curves.  

The bottom-right pink box reflects the combined result of fracture mechanics and probabilistic Z 

modeling approaches, leading to a RUL characterization: Statistical moments (mean, variance), confidence 
interval, probability density function (PDF), cumulative distribution functions (CDF) can then be deduced. 

2.2 Application to the study of a lock gate 

Fig. 3a presents an overview of the half of a lock gate, modelled using a FE model (Ansys, 2021). The detailed 
description of this model (geometry, material, loads, bounding conditions) is gathered in Michaud (2021). For 
confidentiality reasons, only a few characteristics are given. From the FE calculations, some connections with 
higher stresses are identified. Fig. 3b represents a local description of one of these connections, between 
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vertical and horizontal panels. Due to the processing, an initial horizontal region is not welded and acts as an 
initial crack. Taking advantage of the symmetries (vertical and horizontal), a quarter of the region of interest 
is considered, loaded under uniaxial tension and at the bottom the displacement is fixed along the vertical 
direction to account for the symmetry plane (Fig. 3c). A FE model at the scale of the assembly is built 
(Abaqus, 2023). 

 

a.                                                      a) 

 

b) 

     c)   

 

 

 

 

 

 

d)  

Figure 3. Overview of the half of a lock gate (a) and focus on a welded connection (b), reduced description (c) 
and calculation of the loading acting the crack (horizontal line in ‘d’) depending on the welded thickness a (d). 

In Fig. 3d, the magnitude on the load level in terms of J-integral versus the prescribed tension remote stress σ 
on the top of the vertical panel is reported, with respect to the thickness a of the welded region (oblique 
length in Fig. 3b and 3c). The J-Integral (Rice, 1968) characterises the load level on the crack and corresponds 
to the strain energy released rate. We observe that the increase of the welding thickness induces an increase 
on the load acting on the crack (J-integral). As this thickness a can be variable, this originates the probabilistic 
load to be considered in the sequel. 

 

2.2.1 Eurocode fatigue calculation 

The Eurocode 3 (EC3) cumulative damage calculation method is an approach for assessing the progressive 
damage of steel structures subjected to repeated loads. This method involves calculating the level of 
cumulative damage at each point of the structure, integrating the effects of repetitive loading cycles. The 
calculation is based on the concept of remaining useful life (RUL), which is defined as the remaining service 
life of the structure before reaching a predefined level of damage. This residual service life is determined by 
comparing the cumulated damage level at each point of the structure with the corresponding allowed damage 

limit. The cumulated damage is defined such that  𝒅 = ∑
𝒏𝒊

𝑵𝒊
 , with Ni the total number of cycles to failure and 

ni the number of the past cycles, where i є [1,r], r being the number of principal stress applied to each 
connection. 

 

d) 
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Let denote by 𝛥𝜎  the stress amplitude, 𝛥𝜎𝐿 the fatigue endurance limit (see Fig. 1), and 𝛥𝜎𝑝 the weight 

stress amplitude such that  

ΔσP = 𝛾𝐹𝑓
1

𝐾𝑠
.𝛾𝑀𝐹 .𝛥𝜎 ,     (1) 

with 𝛾𝐹𝑓 and 𝛾𝑀𝐹partial safety coefficients, 𝐾𝑠 a reduction factor (due to dimension effect) if the thickness of 

the plates e > 25mm (7.2.2, EC3, 2005), such that  

𝐾𝑠 = (
25

𝑒
)0.25      (2) 

 The total number  𝑁𝑖  of loading cycles to failure is then calculated as follows 

                                                       if            𝛥𝜎𝑝< 𝛥𝜎𝐿                    then          𝑁𝑖 → + ∞  

  

                                                       if           𝛥𝜎𝐿<𝛥𝜎𝑝 < 𝛥𝜎𝐷         then       𝑁𝑖 = 5. 106(
𝛥𝜎𝐷

𝛥𝜎𝑝
)5  

 (3) 

                                                       if              𝛥𝜎𝐷 < 𝛥𝜎𝑝                then       𝑁𝑖 = 2. 106(
𝛥𝜎𝐶

𝛥𝜎𝑝
)3  

  

where 𝛥𝜎𝐶  : reference value of the fatigue resistance for 𝑁𝐶  = 2.106 millions de cycles and 𝛥𝜎𝐷 : fatigue limit 
for constant stress amplitudes, a number of cycles 𝑁𝐷 .  

We arbitrarily set ni = 255000 loading cycles (past service life of the gate), 𝛾𝐹𝑓 = 1, 𝛾𝑀𝐹 = 1.35 , and the 

thickness e reaches 40 mm (Michaud, 2021). For such a number of cycles, a significant cumulated damage 
has been found (Michaud, 2021). The idea is to complete this first indicator using probabilistic analyses and 
fracture mechanics. 

2.2.2 Preliminary probabilistic analysis of the welded connection 

A complex SFE analysis could be conducted using the FE model of the lock gate. In this first methodological 
presentation, we are simply interested in the maximum stress amplitude σ transmitted to the weld, and we 
arbitrarily consider it can be modelled using a Gaussian random variable, with a coefficient of variation of 10 
%. Propagating this variability through the set of equations (3), using Monte-Carlo simulation. Fig. 4 displays 
the resulting PDF and CDF of the number of loading cycles to failure. From this graph, one can deduce that 
the probability of failure for the past service life of the gate (2.55.105 cycles) already leads to around 10, that 
confirms the necessity at least to repair the concerned connection, with no allowable remaining useful life. 

 

Figure 4. Cumulative distribution function (CDF) and probability distribution function (PDF) of the number of 
cycles to failure of the connection. The dashed vertical line indicates the past service life already leads to a 

10% probability of failure, that seems already high to allow a remaining useful life  
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2.2.3 SFE analysis of a welded connection 

A stochastic finite element model of the connection is deduced from the FE model of the assembly. The 
description of the model and boundary conditions are presented in Fig. 3. In Figure 4, we illustrate how a crack 
propagation can be modelled with cohesive zones inserted “on the fly” with phantom nodes (Abaqus, 2023). 
The fracture parameters are the energy release rate 𝐺𝑐 = 10𝐽/𝑚2 and maximum strength Tmax=100 MPa, for 
illustrative purpose, the elastic properties being those of a standard steel with Young modulus E= 200 GPa 
and =0.3. In the case of tension at the top of the vertical panel, the calculation shows how the crack grows 
with an inclined crack path (Fig. 5). Using this method, the studied connection of the lock gate is also 
modelled. 

  

Figure 5. FE models of the connection and prediction of the crack path under tension on the vertical plate. 

The stochastic collocation method (Baroth et al. 2007) is used to propagate the 10% load variability through 
the FE model. As a result, Fig. 6a presents the PDF and CDF of the strain energy release rate, also known as 
« integral J ». One can deduce from this graph the 90% confidence interval, defined by the bounds 
corresponding to the 5 and 95% quantiles, corresponding to J values approximately equal to 20 and 55 
N/mm2 respectively. This graph can also be interpreted as meaning that the probability of exceeding 55 is 5%, 
which could be considered as a "characteristic value" of J, as defined in the Eurocodes (ECO, 2002).  

        

 

Figure 6. Characterization of the severity of the crack of the assembly: PDF and CDF of the integral J (a) ; 

Paris Law evolution (b) 

In this work, we point out that this J distribution can be also used to estimate a range of corresponding stress 
intensity factor (ΔK) range, remembering the well-known relation between J and ΔK and Young’s modulus E. 

ΔK = √𝐽𝐸     (4) 

90% interval 

105 

63 105 

ΔKmat =
 99 

 

ΔK (MPa.ξm) 63 
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Indeed, deducing that the 90% confidence interval on the stress intensity factors is around [63;105] MPa.ξm. 
This range can be compared to the evolution of the crack propagation velocity estimated by the famous Paris 
law, giving the rate of growth of a fatigue crack. da/dN is the fatigue crack growth for a load cycle N. The 
material coefficients C and m are obtained experimentally and also depend on environment, frequency, 
temperature and stress ratio.  

da

𝑑𝑁
= 𝐶ΔK𝑚     (5) 

Given the operating conditions of the lock gate, using the British standard (BS 7910, 2019), we build the 
evolution Fig. 5b, defining three zones, before crack initiation, the slow and stable propagation, and a sudden 
and brutal rupture. These three zones are delimitated by two stress intensity factor ranges ΔKs and ΔKIC, 

estimated around 2 and 99 MPaξ𝑚 respectively. The 90% confidence interval from Fig. 5a has been reported 

in Fig. 5b, including the critical stress intensity factor range ΔKIC of 99 MPa. ξ𝑚 . Coming back to the CDF in 
Fig. 5a, one can read a probability to exceed ΔKIC of 10% to reach a sudden and finale rupture. Once again, 
this result confirms the necessity at least to repair the concerned connection, with no allowable remaining 
useful life. 

3 Conclusions 

This article has presented the chair Medelia and a preliminary framework to contribute to the evaluation of 
damage and remaining useful life of hydromechanical structures. Mechanical-probabilistic coupling is 
proposed to better understand the behavior of such aging structures, in order to help managers to decide to 
repair or not connections or whole structure, and for the future to highlight design parameters, that could be 
crucial to better control. Until now, the regulatory study allows to estimate a cumulated damage indicator, 
that should be completed. Recent studies highlight e.g. that a unique estimator of damage is not enough 
when damage level inceases, it is at least useful to conduct several damage estimations in different 
operating conditions (Savin et al., 2021). 
For the sake of illustration, the case of the FE model of a lock gate is introduced, a “critical” connection being 
selected and studied. From a deterministic regulatory point of view, damage estimation alerts on the nocivity 
of the connection. The novelty in this work is to use both fracture mechanics and probabilistic analyses to 
provide two complementary indicators of the damage level of the connection: the probability to exceed the 
critical stress intensity factor range and the distribution of loading cycles to failure. These two indicators show 
clearly that the connection must be repaired in this case. 
This preliminary study opens the route to more detailed investigation of early stages of fatigue crack growth, 
using the last 3 damage indicators, applying such methodology to all potentially dangerous connections 
identified or using available in situ observations. 
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2.9 Resilience Metrics for Interdependent Infrastructure Systems: 

Characterization in full-scale Application 

Paolo Trucco and Boris Petrenj, Politecnico di Milano, School of Management, Italy paolo.trucco@polimi.it, 
boris.petrenj@polimi.it 

 

1 Introduction  

The growing need for managing Critical Infrastructure (CI) resilience has spurred significant research 
endeavours, resulting in the proposal of various metrics to capture the resilience properties of CI systems. 
Effectively capturing all resilience dimensions and quantifying them to create a holistic resilience assessment 
is a challenging task. Thus, choosing the most suitable metric for a particular application is a key decision for 
the analyst, potentially affecting the validity of the results. It requires careful consideration of the properties, 
key strengths, and limitations inherent in existing metrics.  

In this paper we summarize a study on the characterization of the most representative resilience metrics, 
suitable for the analysis of interdependent infrastructure systems, based on a critical evaluation of their 
adoption in a full-scale CI resilience assessment 

2 State of the art review  

We depart from a systematic literature review to identify quantitative technical resilience metrics applicable 
to networked infrastructure systems, used to interpret quantitative data that describe infrastructure 
performance/functionality during disruptions. The searching on Scopus and Web of Science databases resulted 
in a list of 360 unique publications across various application domains.  

A systematic process narrowed the metrics down to 20, focusing on quantitative technical resilience metrics 
and prioritizing new and recent advancements when multiple papers covered the same metrics. Similar 
metrics were then streamlined, favouring the most recent or comprehensive ones. Metrics requiring extensive 
non-technical information were excluded, and the study favoured composite and ‘valid metrics’ [1], resulting 
in the final selection of 7 metrics for quantitative analysis in the experimental campaign. 

Table 1. List of the selected resilience metrics as representative of each group 
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3 Benchmarking Framework  

The selected metrics (Table 1) were assessed against the six main parameters that define the disruption 
profile (aka ‘Resilience Loss Triangle’): Robustness; Buffering time; Time for maximum effects; Start of 
recovery time; Time to reach new steady-state and Improvement ratio (Figure 1). These parameters were 
taken as a reference to systematically assess and compare the ability of each resilience metric to capture the 
influence of the system’s structural and operational conditions on its resilience profile. 

Figure 1. Key parameters of the resilience loss triangle considered in the comparative assessment. 

 

 

To comprehensively evaluate and fairly compare the selected resilience metrics, five evaluation criteria were 
established. First, sensitivity assessed a metric's capability to detect changes in system properties. Second, 

flexibility measured a metric's adaptability to different performance measures. Third, selectivity evaluated 

a metric's ability to detect specific system changes while isolating their contribution to overall resilience. 
Fourth, generality assessed a metric's suitability for assessing resilience across diverse network types and 

purposes. Finally, scalability determined a metric's capacity to provide size-independent resilience 
measurements, crucial for comparing systems of varying sizes. 

4 Experimental Setting and Procedure  

The evaluation process employs the DMCIe tool (Dynamic Functional Modelling of Vulnerability and 
Interdependencies of CIs [7]) which analyses interdependent CI systems. For the empirical setting, we use a 
significant portion of the transportation network connecting Italy and Switzerland. The DMCIe model aligns 
with simulation-based resilience metric assessment requirements, accounting for interdependencies, 
measuring resilience on a system-of-systems level, and considering service disruptions. The case study's 
heterogeneity and relevance for generalization make it valuable, and the simulator is validated through 
replication of a real event in the Lombardy region (Italy).  

The analysis aimed to assess whether variations in resilience parameters affected the selected metrics. 
Assuming a steady-state level post-disruption recovery equal to the original level (Improvement ratio=1), a 
single replicate 2k factorial design was employed, with k representing the number of factors (here, five 
resilience properties) and 2 indicating two levels for each factor (coded as lowest=0; highest=1). This design 
allowed 32 independent simulations without confounding effects. Each simulation simulated the complete 
loss of the Brogeda customs station's functional integrity for 36 hours, a strategic choice based on its 
criticality from the Vital Node Analysis. To mitigate noise in the experiments, careful selection of values for 
factor codes 0 and 1 was crucial. Higher variations between low and high factor levels yielded more reliable 
results, reducing the risk of erroneous conclusions due to random variability. 

The performance assessment approach, based on Goldbeck et al. [5], used Service Level as the main 

performance indicator at the system level. Flexibility of metrics was tested using Service Capacity as an 
alternative indicator. Sensitivity to changes in resilience parameters was assessed through two rounds of 
experiments, with the second addressing time variability in service demand. 
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5 Main results 

Based on the assessment summary (Table 2), we can recommend a combined approach for analysing 
resilience in complex interconnected systems. A qualitative analysis (e.g. using metrics A and B) aids in 
visualizing system dynamics and the contribution of various factors to overall resilience. A quantitative 
analysis (e.g. employing metric C) allows for objective scenario comparison within a system and, with 
precautions, across different system topologies. 

Table 2. Summary of the assessed properties of the selected resilience metrics: marginal fit (*), substantial 
fit (**) and full fit (***) 

 

 

6 Conclusions 

This research addresses the challenges of assessing specific resilience aspects in networked infrastructure 
systems, providing valuable insights into the properties of various resilience metrics. Specifically, we assess 
their ability to capture the influence of both structural and operational conditions on the resilience profile of 
the system. These findings can inform decisions, including the development of resilience-enhancing strategies. 
However, the study's limitation lies in its focus on a complex transportation network, and different networked 
systems may exhibit distinct responses to disruptions. 
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Abstract 

The challenge to make cities and, more in general, the territories inhabited or exploited by humans safe, and 
resilient, includes mitigation and adaptation strategies against disaster, as a central issue in achieving 
sustainability. A tool to measure local vulnerability from a multi-risk approach is proposed and discussed. The 
tool consists of a mathematical framework for the territorial vulnerability assessment that integrates multiple 
indicators clustered into three factors defined as sensitivity, pressures, and hazards, weighted according to a 
participatory procedure. These include the infrastructures at the service of the territories and the effects of 
their disruption. Cascade effects can be also considered in the model, as mutual influences among factors, to 
keep into account, as an example, climate change related phenomena. Space-dependent analyses using the 
Geographical Information System were developed from the multiple nested indicators to project the 
vulnerability index onto a homogeneous grid in the territory of interest. Thematic maps referring to the 
systemic vulnerability by different sensitivity components were generated. The tool contributes to increasing 
the awareness of territorial vulnerability and offers support to resilience-based decision-making in designing 
technical measures of policies at a local scale, whose managers are potentially disoriented by more complex 
models. A municipality in North-West Italy was used as a case study, concerning the process/energy 
infrastructures, within the research activities of the Responsible Risk Resilience Centre from the Polytechnic of 
Turin to test the vulnerability matrix. Further research is required to implement the framework in different 
scenarios and develop the model's temporal behaviour.  

1 Introduction 

The Sustainable Development Goals (SDGs) issued in 2015 for the United Nations Agenda, highlight the 
necessity to strengthen the resilience and the adaptive capacity in all sectors against the different natural 
hazards and disasters, in line with the Sendai Framework for Disaster Risk Reduction 2015–2030 (United 
Nations, 2015a; 2015b). in this context, contemporary challenges and uncertainties expose cities and local 
communities to multiple and non-linear risk factors that require a spatial planning approach to integrate the 
dimensions of complexity and unpredictability. This situation calls for new methods and tools to frame 
territorial vulnerability (Brunetta et al., 2019) and thus enhance resilience (Galderisi, 2012) and adaptation in 
the context of sustainable development goals. Central to spreading awareness and building adaptation 
policies is the availability of specific data and analysis to measure resilience. In this sense, vulnerability 
assessment is the first part of operationalizing resilience, often interpreted as a buzzword and a term 
challenging to put into an operational context (Brunetta et al., 2020). 

Vulnerability, often considered as the counter position to resilience, is to be understood as the predisposition 
of the elements of the system to be damaged by hazard events, punctuality, or continuous pressures over 
time (IPCC, 2012), while resilience is, in fact, the coping capacity of the elements of the system. Consequently, 
the measurement of vulnerability lends itself to using quantitative methodologies based on multivariate 
analysis of representative indicators. 

New challenges faced by people involved in disaster risk management are the so-called high-impact and low-
probability events (HILP), such as technological events triggered by natural hazards (Natech). Even if this kind 
of event presents a small likelihood (often neglected by operators), in case of occurrence, it may cause severe 
damage to individuals, infrastructure, environment, and society, being particularly complex because often it is 
the result of cascading events (Mesa-Gómez et al., 2020). Furthermore, there is some evidence suggesting 
that an increase in the frequency of certain types of Natech, may be linked to climate change (Ricci et al., 
2021). 

In this line, the Italian National Adaptation Plan serves as a notable instance of a climate change adaptation 
strategy advanced by EU member states. It acknowledges the issue of NaTech events as one of the sectoral 
vulnerabilities related to climate change and recommends sector-specific measures and best practices to 
ensure effective adaptation to climate change in the industrial sector (Centro Euro-Mediterraneo sui 
Cambiamenti climatici, 2017). Regarding the industries, they are no longer perceived as isolated facilities, but 
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as part of larger, interconnected socio-ecological and technological systems (SETSs), that consider the entire 
production process and its impacts on human beings and the environment. 

Considering everything described above, this contribution develops a territorial view of the infrastructure 
vulnerability, integrating elements of one industrial case study and the multi-hazard context where the facility 
is located. This case serves as a proof of concept to assist the decision-making process about the interaction 
among critical infrastructures and the multiple hazards belonging to the territories. 

2 Tool for assessing the territorial vulnerability. 

The tool proposed by Beltramino et al. (2022), to determine vulnerabilities at the local scale, represents the 
cornerstone of this case study. This multidisciplinary tool has been developed by the Responsible Risk 
Resilience Centre (R3C) from Polytechnic of Turin, to respond to the first objective of the project Measuring 
Resilience (Brunetta et al., 2019), which consists of the assessment and spatial representation of the systemic 
vulnerability of a territory. 

In a nutshell, the multidisciplinary tool consists of a mathematical framework capable of quantifying the 
vulnerability in a territory, integrating multiple indicators clustered into three factors defined as sensitivity (S), 
pressures (P), and hazards (H), weighted according to a participatory procedure. It ensures not only the 
estimation of different stressors and hazards according to impacting sensible elements belonging to the 
location of interest, but also the necessities of the stakeholders expressed as a coefficient of interest. In 
addition, in the mathematical equation for the estimation of the systemic vulnerability consider factors for 
both, the impact of climate change, and the temporal character of the pressures. The vulnerability matrix 
follows five steps as depicted in Figure 1. 

Figure 33. Steps to implement the vulnerability matrix. 

 

 

2.1 Selection and Calculation of Indicators 

The starting point for the creation of the tool is the selection of a set of sensitivity, pressure, and hazard 
indicators and their calculation using GIS tools. They were selected following a discussion with stakeholders 
from the area under study and a review of the principal spatial government plans and territorial instruments, 
highlighting the Municipality specificities. 

The definition and calculation of the indicators is the most consistent and time-consuming phase of this work.  
Each of the 21 indicators selected has followed a process of data collection and calculation in a GIS 
environment. Further details about the description and calculation of each indicator can be found in 
Beltramino et al. (2022). 
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2.2 Indicators Grid Projection and Representation 

These indicators were nested in layers onto a grid of homogeneous cells (200 x 200 m) which covers the 
municipality combining all the relationships and elements examined and allowing an overall reading of the 
critical territorial aspects. For their attribution into the grid, spatial join operations through a specific field 
identifier (FID) were assigned to each cell. Depending on the geometry of the input data (point, line, polygon) 
the attribution of the values obtained for each indicator to the grid was carried out according to five criteria: 
(i) point count (Cultural heritage consistency-B1, Floods-ALA), (ii) sum of the point values (Energy consumption 
intensity-A3, RES energy selfsufficiency-B3, Earthquakes-SIS), (iii) weighted sum of linear (Road infrastructure 
density-B5) or areal elements (Landscape sensibility-A1, Ecological Quality-A2, Building construction 
characteristics-B2, Communication infrastructure density-B4, Density of productive activities-C4, Soil 
consumption-CDS, Building obsolescence-OBS, Wildfires-IBO, Lands slides-FRA), (iv) average value of areas 
within the cell (Population density-C1, Elderly component-C2, Immigrant Component-C3, Aging population-
OLD) and (v) intersection between input polygons and each cell (Flash floods-ALU, Major Industrial Risk-RIR). 

2.3 Participatory weighing 

The relationship between each sensitivity indicator and pressure and hazard indicator was weighted using a 
crossing matrix procedure (row by column). In this phase, a participatory methodology was used, involving a 
team of 13 researchers participating in the project, where an interactive version of the matrix, evaluated the 
degree of relationship between each indicator using an ordinal Likert scale, where: 0, no relationship; 1, weak 
relationship; 2, strong relationship; 3, very close relationship. 

2.4 Calculation and Representation of the Vulnerability Index 

The formula for determining the systemic vulnerability was implemented in a spreadsheet which involved not 
only the weights described in 2.3. section, but also the 21 columns corresponding to the indicators of S, P, and 
H, and the 2550 rows (one entrance for each 200x200 m cell that subdivides the territory). More details 
about the methodology and its mathematical framework can be found in Beltramino et al. (2022). 

2.5 Fitting the model 

Since the indicators depend on the availability of spatial data, and some assumptions should be made for the 
calculation and spatialization of the indicators, uncertainties are introduced to the model. Then, it is important 
to verify statistically as a single variable (central tendency, dispersion, shape, possible outliers, etc.) the 
behavior of each column (2550 values of each indicator). In addition, a representative sample of the 2550 
values of each indicator and the critical points were spatially checked through the expertise of the planners 
and stakeholders in the territory under analysis. 

 

 

3 Systemic Vulnerability assessment in the municipality of Moncaliery, Italy. 

The principal output of this methodology consisted of colored maps using both, numerical scales (Figure 2 a), 
and qualitative scales (Figure 2 b), suitable for reading by non-experts, representing the systemic vulnerability 
through an ordinal scale of four categories (Low-green, Moderate-yellow, High-orange, and Critical-red). 
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Figure 2. Final systemic vulnerability map (a) numerical scale (b) qualitative scale. 

  

Source: Beltramino et al. (2022) 

The three most vulnerable areas correspond to the historical center, the industrial areas, and the most 
anthropized area in the north-north-west. Other scattered areas identify situations characteristic of punctual 
elements of the territory. Indeed, during the step described in the 2.5 subsection, most of these areas were 
verified, providing consistency concerning the presence of elements that determined the territorial 
vulnerability. 

Furthermore, the systemic vulnerability can be deployed by the three components of Sensitivity (Environment 
and Landscape-A; Building, Heritage, and Infrastructures-B; Economy and Population-C) as represented in 
Figure 3. 

Figure 3. Systemic vulnerability maps (a) IVA: vulnerability index component A, (b) IVB: vulnerability index 
component B, (c) IVC: vulnerability index component C. 

    

Source: Beltramino et al. (2022) 

The values obtained, represented in the three maps, show the values of the vulnerability index divided 
according to the components IVA, IVB, and IVC. 
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Focus the analysis on component B (Building, Heritage, and Infrastructures) according to the scope of this 
article, the most vulnerable areas are those with the highest density of built-up areas, road infrastructures, 
and the presence of cultural heritage buildings, with a substantial impact on the pressure indicator OBS 
(obsolete buildings) and the presence of some industries.  

The next section presents an application of the vulnerability matrix in an industrial context, to determine its 
vulnerabilities against the principal Natech factors.  

4 Vulnerability deployment focus in a Critical Infrastructure 

4.1 General description of the plan 

The establishment corresponded with a typical industrial typology clustered in the macro-sector “Power 
production” according to the description given by Casson Moreno et al. (2018). Its specific activity is the power 
production from the combustion of hydrocarbons. The unitary operations that are carried out in the plant are 
both chemical and physical. The activities also include auxiliary technical systems necessary for the 
production plant's operation, such as compressed air, treated wastewater, steam production, and 
warehousing. Within all the processes and functions of the plant, the following items were identified: 
atmospheric storage tanks, tall structures such as chimneys and process columns and equipment, heat 
exchangers, complex systems of pipelines, complex electrical networks, and water treatment organs. 

 

4.2 Territorial Vulnerability Associated with an Industrial Context 

The area of interest corresponds to an industrial context that not only includes the plant inside the fence, but 
also the entire environment with which the facility interacts, comprehending approximately 280 hectares and 
conformed by 70 exhaustive homogeneous cells. Figure 4 recreate some elements of interest for the 
industrial context. 

 Figure 4. Industrial context. 

a) Industrial satellite view b) location of the industrial context within the municipality c) IVS for the 
industrial context. 

 

Source: Castro et al. (2023). 

The systemic vulnerability analysis according to the visual field yielded approximately 65% of the cells with 
moderate vulnerability (yellow), 26% with high vulnerability (orange), and 9% with critical vulnerability (red). It 
is important to remark that the few critical vulnerability cells corresponded to areas that only partially 
intersect the observation area (farther than 500 m). In contrast, within the perimeter of the plant, more than 
50% of the occupied area is found with a coloration corresponding to high vulnerability, while another 3 
orange cells are included within the exclusion area in case a major accident occurs.  

In addition, it can be also appreciated how different binding areas applied to other neighbor plants may 
interact with the observation area, being able to cause domino effects. Therefore, the zone analyzed is highly 
vulnerable to the mutual interaction between both industrial and external hazards, susceptible to suffering 
cascading events that may harm the environment, the population, and the infrastructure.  

In this line, a components breakdown for IVS was carried out up to the pressure and hazards able to impact 
the industrial context.  
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Regarding the breakdown, this section just highlighted the contrast between the less relevant and the 
significative indicators as potential disruptive elements. Then, Figure 5 starts illustrating the vulnerability 
representation of two natural hazards that were not considered significant to the industrial context. On the 
other hand, Figure 6 presents a vulnerability representation of two significant indicators. 

Figure 5. Vulnerability representation of natural hazards is not significant to the industrial context. a) 

Wildfires (IBO). b) Earthquakes (SIS). 

 

Source: Castro et al. (2023). 

It can be appreciated from the analysis that both hazards, earthquakes, and wildfires although they should 
not be completely disregarded, the industrial context vulnerability against these hazards is low. 

Figure 6. Vulnerability representation of natural hazards and pressures significant to the industrial context. a) 
Floods (ALU). b) building obsolescence (OBS). 

 

Source: Castro et al. (2023). 

Moving to Figure 6 a), in contrast, it is not difficult to note how practically all the cells in the exclusion area, 
including those in the internal perimeter of the plant, are critically vulnerable to the impact of floods. The rest 
of the visual field in the industrial context alternates between critical and high vulnerability. The potential 
impact of this natural hazard is conditioned by the proximity of the plant location to the bed of a river which 
bifurcates on both sides of it. According to the European Commission (2022), this kind of natural hazard may 
trigger several damaged modes to industrial items such as buckling, rupture of pipes and connections, 
overfilling of process equipment, displacement and overturning of structures, and pushed objects against the 
equipment provoking the puncturing phenomena. 

Moreover, Figure 3b shows building obsolescence as a linear and generalized trend that affects gradually the 
industrial context cells. In addition, it is important to note how the punctual elements in the plant area are 
categorized according to the year of construction. From this, it can be perceived that some process areas and 
the round structures corresponding to storage tanks had more than 50 years of construction. Then, a specific 
analysis should be done as proposed by Milazzo and Bragatto (2019). 
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5 Conclusions 

The tool offers a comprehensive approach to measuring territorial vulnerability by integrating relevant 
indicators and considering systemic factors, territorial peculiarities, and stakeholder interests. Its multi-risk 
concept and spatial analysis enable scalable and replicable applications, fostering increased awareness and 
supporting detailed local policy planning. 

The tool potentialities could be applied to assess the vulnerabilities of the critical infrastructure within 
territories of interest, such as Industrial contexts. The analysis enabled the systemic vulnerability at levels of 
components or indicators, individuating the most prominent to cause disruptions. The picture must be 
completed. From vulnerability to resilience. Data availability and quality is a criticality. This introduces 
uncertainties that must be addressed. 
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Extended abstract 

The Directive (EU) 2022/2557 on the resilience of critical entities emphasizes the need to identify European 
Critical Entities subject to specific requirements and implement strategies for enhancing the resilience of 
critical entities (CE). In the context of this directive, resilience is defined as the “critical entity’s ability to 
prevent, protect against, respond to, resist, mitigate, absorb, accommodate and recover from an incident (i.e., 
disruptive events).” [1]. Enhancing CE resilience requires therefore taking appropriate and proportionate 
security and emergency management measures to assess vital functions, prevent incidents, protect critical 
infrastructure (CI) assets, raise awareness about infrastructure interdependencies, and mitigate the 
consequences resulting in respect of all-hazards, whether natural, manmade, accidental or intentional, but 
also emerging and hybrid threats. 

The Directive (EU) 2022/2557 defines eleven sectors, and it is challenging to find an approach adapted to 
assess the resilience of all these systems that differ significantly in their organizations, operations, technical 
specificities, and management procedures. However, operations research and multi-criteria decision analysis 
(MCDA) can be the solution to define the criticality and compare the resilience attributes of various entities 
and infrastructures. 

MCDA uses a systematic and logical set of procedures for analysing complex problems with multiple 
objectives (that could appear conflicting at first sight) and supporting decision-making. It utilizes a “divide and 
conquer” philosophy in which hard-to-define, high-level objectives are successively divided into lower-level, 
more easily understood, defined, and evaluated objectives. MCDA develops meaningful and useful 
measurement scales for objectives, examines trade-offs among conflicting objectives, and incorporates 
uncertainty and risk attitudes as appropriate. The concepts of MCDA and value-focused techniques have been 
successfully implemented in the United States to construct indices to compare possible resilience and 
protective measures enhancement alternatives for all types of CI and National Critical Functions in an all-
hazards approach. They are also used to assess the resilience of electric power distribution systems and to 
support decision-making on energy policies, initiatives, and project investments. 

This presentation will discuss the possible use of MCDA for implementing the Directive (EU) 2022/2557 by: 

• Describing MCDA principles and techniques; and 

• Illustrating how these techniques can be used to characterize the criticality of CE and to prioritize 
alternatives in enhancing the resilience and protection of CI assets and CE systems.  
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2.12 The main topics of discussion and research on issues of modelling systemic 

changes in urban systems 

 

 

Extended abstract 

Knowledge about urban systems from a global perspective has become critical to shaping a sustainable 
future. Global urban areas are inhabited by more than a half of the globe’s population and this share is 
rapidly growing. Moreover, they are the main centres of economic growth, resulting in the highest 
consumption of energy and natural resources and the highest CO2 emissions (Acuto, Parnell, and Seto, 2018; 
Elmqvist et al., 2019; McPhearson, Haase, et al., 2016), whose dynamics and processes are globally 
territorialized (Sassen, 2004; Taylor, 1997). Thus, a synthetic and in-depth understanding of global urban 
systems is essential for shaping the future living conditions in a sustainable and fair way.   

Urban systems are dynamic, human modified environments that encompass legal, functional, infrastructural 
and social components, both interrelated and interacting with each other (Acuto, Parnell, and Seto, 2018; 
Frank, 2017; McPhearson, Pickett, et al., 2016; Meerow, Newell, and Stults, 2016). Urban systems can be 
perceived as Complex Adaptive Systems (CAS) (Kok, Loeber, and Grin, 2021; McPhearson et al., 2022). 
According to the CAS concept, an adaptive system is a collection of multiple interacting elements that evolve 
and adapt over time to their environment, with the environment also adapting to the processes taking place. 
In this context, urban systems can be considered as complex, hierarchical, self-organising systems, emerging 
from the interaction between humans and nature (Levin et al., 2013). Important in the context of urban 
systems research is their property to move over time to one of many possible states, related to the intrinsic 
characteristics of CAS: complexity, highly dynamic and distributed structure, and indeterminism and non-
linearity of the processes involved (Oughton et al., 2018).  

The creation or implementation of new institutions, rules or behavioural norms in urban systems results in 
exogenous change and/or endogenous evolution (Polhill et al., 2016), which reactively affects the urban 
system. Either driven by a rapid disturbance or by gradual evolution, they can lead to fundamental changes in 
behaviour and/or system structure - to the systemic change (Polhill et al., 2016).  However, with regard to the 
study of complex urban systems, the impact of systemic changes is not sufficiently explored (Grimm et al., 
2017); both in terms of the occurrence of systemic change as an inherent feature of the system under study 
(Polhill et al., 2016; van Strien et al., 2019; Verstegen et al., 2016) or systemic change as a goal towards 
sustainable transformation (Wolfram and Frantzeskaki, 2016).  

The primary goal of this study was to determine the current state of knowledge on the implementation of the 
non-stationary nature in models representing urban systems. In order to determine the state of the art in an 
explicit and repeatable way, we conducted a systematic literature review, in accordance with the PSALSAR 
method (Mengist, Soromessa, and Legese, 2020). We used five search databases for this study: Google 
Scholar, Web of Science Core Collection, Scopus, IEEE Xplore, and ScienceDirect. No time constraint for the 
searched studies was assigned. The query used for the search was based on the combination of phrases 
capturing: 1. the systemic component, 2. the urban environment, 3. the connotation of the change in the 
environment and 4. the modelling component, marking the conceptualization of the change in the urban 
system. We applied eligibility criteria to the results of the literature search to exclude works that did not 
support the research question.   

Data extraction from publications collected in the database was done in a two stage process. Firstly, we 
analysed the words used in the abstracts and, on the basis of the most frequently occurring phrases related 
to the topic of the review, we defined broad thematic groups. Subsequently, during the abstracts screening, we 
revised and refined the division into thematic groups. Based on the content of the abstracts, each analysed 
publication was quantitatively assessed on a scale of 1-3 for fit into the relevant thematic groups, according 
to the scoring method proposed by Śleszyński et al. (2023): zero points were assigned, if there was no 
reference to a thematic group; one point was assigned, if at least one-two sentences referred to a thematic 
group; two points were assigned, if at least several sentences referred to a thematic group; and three points 
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were assigned if the whole abstract, or its substantial part, referred to a thematic group. In case of difficulties 
in assigning points, keywords and article titles were taken into account.   

Systemic literature search resulted in a database of 94 works covering the topic of systemic change in urban 
systems. The investigated works cover seven non-exclusive thematic groups: (1) land-use change, (2) planning 
and policies for sustainable development, (3) climate change, (4) resilience, (5) infrastructure, (6) systems 
approach, and (7) global scale models. The number of works is growing in time, with one work per year found 
for the period before 2009, increasing to 12 works found for the year 2022. Based on the assessment of the 
collected abstracts we demonstrated that the majority of works fit into the group “planning and policies for 
sustainable development” followed by “infrastructure”,  “climate change”, “systems approach”, “land-use 
change”, “resilience”, and “global scale models”. For thematic groups “climate change” and “planning and 
policies for sustainable development” the number of points is significantly higher in the recent publications 
(after 2012 and 2016, respectively). On the other hand, for the thematic group “systems approach” the 
number of points is significantly lower before 2011. For the groups “resilience” and “global scale models”, 
works were identified starting from 2013, with average number of points per year relatively low (<0.3). These 
results point to the emerging fields of studies of urban resilience and global urbanisation for potential 
exploration in the context of quantitative urban research.  
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2.13 Impacts of Climate Change on interdependent Critical Energy 
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and Demand  
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Abstract 

In this paper the authors explore the impacts of climate change on critical energy infrastructure, focusing on 
both direct and indirect effects across multiple dimensions of the energy sector, from production to storage, 
transport and demand. In addition to analysing the influence of climate hazards, such as extreme weather 
events, the study also briefly explores the effects of meteorological variability on operating conditions and 
weather-dependent electricity generation and energy demand, illustrated by the example of a dunkelflaute 
event. The paper contributes to a more complete understanding of how climate change may affect the energy 
sector, by paying attention to the interdependency of critical energy infrastructure, encompassing electricity 
and fossil fuels. It highlights the need for proactive measures to reduce climate risk and enhance the climate 
resilience of critical entities, while continuing on the path of greenhouse gas reduction and the energy 
transition.  

1 Introduction 

The ongoing trend in greenhouse gas (GHG) emissions is driving up the global average temperature, which 
affects the Earth’s climate. Some of these changes may even become irreversible, a phenomenon known as 
climate tipping points. While an effective reduction of GHG emissions is essential across all sectors of society 
in an effort to prevent more dire consequences from climate change, managing climate risk and increasing 
resilience must also be at the top of each country’s agenda, as some of the severe impacts of climate change 
are already being felt and are unavoidable for decades to come. 

Climate change, stemming from a combination of natural processes and greenhouse gas emissions resulting 
from human activities, induces changes in various climate variables such as temperature, precipitation 
(rainfall, snowfall, ice accumulation and hail), wind patterns and humidity levels. These changes manifest in 
two ways: 1) changes in the mean values of these variables, referred to as climate averages, and 2) changes 
in their extremes, which encompass the lowest and highest values within each variable. As we depart from a 
climatic optimum, various unprecedented impacts to critical energy infrastructure (CEI) are expected. 

2 Climate change as a driver of impacts 

Overall, changes in climate averages have wide-ranging effects on various operational conditions for CEI, 
weather-dependent electricity generation and energy demand. For example, increased temperatures and low 
river flows threaten the operation of thermal power plants with once-through cooling systems (e.g., Henry and 
Pratson, 2019). At the same time heatwaves can reduce generation and transmission efficiency and abruptly 
increase the demand for electricity for air conditioning and ventilation. These compounding events increase 
the risk of electricity shortfall. 

On the other hand, changes in climate extremes are represented by changes in the frequency, intensity, 
timing, duration and location of climate hazards (e.g., heatwaves, drought, floods etc.), and are often 
characterised as events with low probability of exceeding a high-intensity level, or a high probability of 
exceeding a low-intensity level. Both cases are important, as low intensity events happening often can lead to 
cumulative impacts (e.g., frequent repairs) and disturbances, while high-intensity events that are uncommon 
may catch operators unprepared and lead to catastrophic consequences. Climate hazards may happen 
simultaneously and self-reinforce, as shown in Figure 1, resulting in diverse consequences. A wildfire, for 
example, may be triggered by lightning and aggravated by a windstorm, leading to multiple impacts. 
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Figure 34. The interplay between climate hazards gives rise to intricate chains of impact. 

 

Source: JRC, 2023. 

It is also important to recognise that modern energy systems are not only at risk of direct impacts of climate 
change, but are also at risk of indirect impacts. An energy system of systems has components with different 
degrees of vulnerability (e.g., narrow operating limits). If a single or multiple components fail, or an electric 
circuit shuts itself off to prevent damage (due to a fault condition being detected), and countermeasures are 
not in place or effective, a disturbance may quickly propagate within an energy system. This means that a 
failure in any point of an energy system may quickly cascade to a large-scale disruption. Further, because of 
the high interdependency, and reliance on services delivered by other critical infrastructure (e.g., water, 
telecommunications, transport), disruptions can propagate across sectors. 

For example, in November 2006, the intentional but insufficiently coordinated, transmission line switch-off in 
an EU Member State led to the overloading and automatic disconnection of other lines and the splitting of the 
Central Europe Synchronous Area. A generalised blackout cascaded across sectors and EU Member States and 
beyond EU borders (van der Vleuten and Lagendijk, 2010). If CEI can be disrupted by human error at scales 
that extend beyond national borders, then they may also be disrupted by climate change with its regional or 
even global impacts. Moreover, the risk of disaster or an energy crisis may increase as a result of economic 
and population growth (greater demand for energy and exposure), ageing infrastructure, electrification of 
other sectors and lack of investment, as well as inadequate planning and coping capacity.  

Similarly, a disruption in any critical infrastructure sector, which an energy system depends upon, may lead to 
its disruption or exacerbate already existing challenges. This was the case of the 2022 floods in Nigeria, for 
example, that halted liquefied natural gas exports at a time when Europe was seeking to replace Russian gas.  

Given their vast geographical coverage, sometimes narrow operational limits and growing maintenance and 
replacement needs, critical infrastructures may face increased climate risk. In Figure 2, the interdependency 
between energy systems and across critical infrastructure sectors is illustrated. 
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Figure 35. Critical infrastructure Interdependency with a focus on energy systems, namely electricity, oil and 

gas. On the left side the dependencies that the electricity sector presents, in the middle the dependencies of 
the oil sector and in the right side the dependencies of gas. Labels are the same for each graph. 

Source: JRC, 2023. 

3 Climate change impacts on electricity, oil and gas 

Given the vulnerability and exposure of CEI to climate hazards, it is imperative to assess the impacts of 
climate change on CEI, particularly on electricity, oil and gas. To gain a deeper understanding of these 
impacts, Table 1 outlines examples of possible direct and cascading effects resulting from climate change on 
the electricity, oil and gas infrastructure. This should shed some light on CEI-related structures, equipment 
and components that may be at risk, but also on other effects that could trigger an energy crisis or 
exacerbate already challenging operational conditions. It should underscore the necessity of proactive 
measures to ensure resilience and sustainability in the face of climate change. 

Table 1 summarises climate change impacts per climate hazard (rows) and per dimension of the energy 
sector (columns). For example, high temperatures and heatwaves have substantial impacts on various 
dimensions of the energy sector, effects that are increasingly evident in recent events. For example, in June 
2023, Texas experienced reduced wind power output during above normal temperatures for that period. Wind 
power generation can be affected by low wind speeds and decreased air density during high-temperature 
periods, leading to derating of wind turbines. This, combined with an increased demand for cooling and 
ventilation and the reduction of transmission capacity, as well as other factors, has strained the power grid, 
bringing it close to blackout (3). 

Moreover, thermal power plants encounter efficiency losses and derating during heatwaves, as higher intake 
water temperatures decrease their cooling efficiency and reach their operating limits. This was notably 
observed in Europe in 2018 when the continent faced a prolonged heatwave, leading to reduced thermal 
power generation capacity (4). These impacts are not limited to electricity production; they extend to other 
energy sources, such as biofuel power plants, which suffer from crop yield losses due to heat stress and 
pests. These real-world examples highlight the detrimental effects of high temperatures on energy production 
and underline the need for adaptive measures to ensure a stable energy supply. 

Irrespective of the climate hazards in Table 1, an increase in demand for securing critical infrastructure (e.g., 
during a prolonged blackout) is expected, as well as a rise in maintenance, repair and overhaul, with a possibly 
higher need for supplies, spare parts and staffing. Further, facilities and equipment will face delayed 
operations due to disturbances, malfunction or damage, absence or reduced performance of personnel, and 
higher operational costs and financial losses. Climate hazards can also cause oil and chemical spills, fires or 
explosions involving oil and gas infrastructure. 

                                                        

 

(3) https://www.reuters.com/world/us/texas-power-use-breaks-record-heat-wave-again-with-no-blackouts-2022-07-13/ 
(4) https://www.powermag.com/intense-summer-heatwaves-rattle-worlds-power-

plants/#:~:text=“When%20the%20air%20temperature%20becomes,degree%5D%20C%20in%20the%20temperature .  

https://www.reuters.com/world/us/texas-power-use-breaks-record-heat-wave-again-with-no-blackouts-2022-07-13/
https://www.powermag.com/intense-summer-heatwaves-rattle-worlds-power-plants/#:~:text=
https://www.powermag.com/intense-summer-heatwaves-rattle-worlds-power-plants/#:~:text=
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Table 1. Examples of possible direct and cascading effects induced by climate change on electricity, oil and gas production, storage, transmission, distribution and 

demand (based on Tavares da Costa et. al, 2023). 

 
Energy production Energy storage Energy transport Energy demand 

High 
temperatures 
and heatwaves 

Damage to structures (1), equipment (2) or components (3) due to thermal stress, loss of load-bearing capacity and ground 
failure from permafrost thaw, (bio-)fouling, clogging and increased corrosion. 

Increase in electricity 
demand due to an 
increase in ventilation, 
cooling, humidity control 
and refrigeration. 

Decrease of energy 
demand for heating and 
seasonal shift in peak 
demand for energy. 

Increase in fuel 
consumption for electricity 
generation, including 
backup power. 

Malfunctioning of equipment (4) (e.g., due to less oxygen, overheating), increase in false signals, derating and tripping of 
circuit breakers. 

Increase in evaporation losses, and losses due to leaks, and higher potential for technological accidents (e.g., chemical and 
oil spills, ignition of flammables by hot surfaces with potential for fires and explosions). 

Reduction of electricity generation: 

— Solar power due to efficiency loss and haze. 

— Wind power due to low wind and decrease in air 
density, but also derating. 

— Hydropower due to seasonal flow change from 
rainfall, ice and snow melt and increase in water 
demand, and evaporation losses. 

— Thermal power plants due to generation efficiency 
loss, derating, higher intake temperature of water 
and decrease in cooling efficiency (including carbon 
capture), and restrictions in the discharge of warm 
water (heat sink). In coal-fired power plants due to 
coal self-combustion. In biofuel power plants due to 
crop yield loss due to heat stress and pests. 

Refining process efficiency loss due to warmer air and 
water temperatures, restrictions in the discharge of 
warm water, and (bio-)fouling. 

Lower fuel reserves. 

Efficiency reduction of 
batteries. 

Efficiency reduction of 
transmission and 
distribution lines. 

Electricity transmission and 
distribution congestion. 

Decrease in pipeline 
transport capacity, increase 
in costs and aftercooling, 
pressure and flow rate 
fluctuations. 

Constraints in fuel supply 
and energy export 
restrictions (5). 

Drought Damage to structures (1), equipment (2) or components (3) due to ground failure from soil dry out. Increase in electricity 
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Reduction of electricity generation: 

— Solar power due to water use restrictions for 
Concentrated Solar Power (CSP). 

— Hydropower due to low river flows, and restrictions 
associated with water use and environmental flows. 

— Thermal power plants due to water use restrictions 
for cooling and emissions control systems (including 
carbon capture), restrictions in the discharge of 
warm water, and due to limited inland water 
transport of fuels. In biofuel power plants due to 
crop yield loss. 

Reduction/restriction in the use 
of pumped-storage 
hydroelectricity. 

Reduction of transmission 
and distribution efficiency 
of subsurface electric power 
lines and effectiveness of 
earth wires. 

Energy export restrictions 
(5). 

demand due to an 
increase in water use for 
pumping, irrigation and 
desalinisation. 

Extreme cold Damage to structures (1), equipment (2) or components (3) due to ice, snow and rain-on-snow loads (e.g., roof collapse), 
freeze-thaw, frost heave, thermal stress (e.g., cracked solar cells), glazing and wind-on-ice loads (e.g., downed power lines, 
toppled transmission towers), impact loads from drifting ice and falling debris (e.g., trees and branches), clogging (e.g., 
water intake, hydrate formation) and corrosion (e.g., condensation, internal flooding). 

Increase in electricity 
demand due to an 
increase in heating 
demand. 

Increase in fuel 
consumption for electricity 
generation, including for 
backup power generators, 
constraints in fuel supply. 

Malfunctioning of equipment (4) (e.g., stoppage and slow start of backup power), particularly process equipment not 
prepared to handle multiphase fluids, ice accumulation on insulators and flashover, increase in false signals, derating and 
tripping of circuit breakers. 

Increase in losses due to leaks and higher potential for technological accidents (e.g., chemical and oil spills). 

Reduction of electricity generation: 

— All power plants due to sustained damage. 

— Solar power due to cloudiness, fog and snow or ice 
deposition. 

— Wind power due to wind turbine blade icing and 
excessive vibration. 

— Hydropower due to frozen water bodies. 

— Thermal power plants due to fuel shortage and due 
to frozen water bodies. In coal-fired power plants 
due to frozen coal. In biofuel power plants due to 

Lower fuel reserves. Electricity transmission and 
distribution congestion due 
to increased demand, failure 
of components of the power 
grid, possible fuel shortages 
and malfunctioning of 
equipment. It should be 
noted, however, that 
transmission efficiency 
increases with decreasing 
air temperatures. 

Possible restriction on 
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crop yield loss from frost. energy exports (5). 

Pressure and flow rate 
fluctuations in pipelines. 

Heavy rainfall 
and floods 

Damage to structures (1), equipment (2) or components (3) sitting in flood-prone areas at ground-level due to water action, 
impact loads from drifting debris, ground failure, including swamping and rainfall-triggered landslides, erosion (including 
exposure and damage of subsurface pipelines), abrasion (e.g., gates, hydroelectric turbines), sediment accumulation and 
clogging (e.g., water intake, drainage) and corrosion (e.g., condensation, internal flooding, seawater and salt deposits in the 
case of coastal floods). Flooding of open mines. 

 

Malfunctioning of equipment (4) and tripping of circuit breakers. 

Increase in losses due to leaks and higher potential for technological accidents due to the releases of dangerous 
substances from spent fuel dry casks, coal stockpiles, open cast mines, pipelines, fuel storage tanks (e.g., chemical and oil 
spills, wastewater, toxic or radioactive contamination, ignition of flammables by sparks or electric arcs with potential for 
fires and explosions). Malfunction of sump pumps and overflow of sump tanks. 

Reduction of electricity generation: 

— All power plants due to sustained damage. 

— Solar power due to cloudiness increase or fog. 

— Hydropower due to the forced use of floodways 
with loss of output, and increased silting of 
reservoirs and water intakes. 

— Thermal power plants due to fuel shortage. In coal-
fired power plants due to coal drenching and coal 
transport disruption. In biofuel power plants due to 
crop yield loss due to water damage and 
salinisation (coastal). 

Displacement, deformation and 
fracture of storage tanks (e.g., 
flotation, roof collapse) due to 
water action. 

Lower fuel reserves. 

Constraints in fuel supply. 

Windstorms 
and lightning 

Damage to structures (1), equipment (2) or components (3) due to wind action, impact loads from airborne debris and hail 
(e.g., pipeline suspension bridges), lightning (e.g., wind turbine blades, inverters, fuel storage tanks), erosion (including 
exposure and damage of subsurface pipelines), abrasion (e.g., wind turbines, solar cells), sediment accumulation and 
clogging with debris and dirt. Combined strong wind and wave action damage, underwater landslides and corrosion from 
moisture and salt sprays (exacerbated by lightning damage), to structures, equipment or components located offshore or 
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in low-lying coastal areas (e.g., tanker loading/unloading, submarine pipeline damage due to anchor dragging). 

Malfunctioning of equipment (4), increase in false signals due to lightning, debris and salt deposits, and tripping of circuit 
breakers. 

Increase in losses due to leaks and higher potential for technological accidents due to the releases of dangerous 
substances from spent fuel dry casks, pipelines, fuel storage tanks (e.g., chemical and oil spills, wastewater, toxic or 
radioactive contamination, ignition of flammables by sparks or electric arcs with potential for fires and explosions). 

Change in electricity generation: 

— All power plants may experience a reduction due to 
sustained damage. 

— Solar power may experience a reduction due to 
cloudiness increase or fog, dust and dirt deposition. 
On the other hand, may also experience an increase 
due to increasing efficiency with decreasing air 
temperature due to wind. 

— Wind power may experience a reduction due to 
increase in turbulence and excessive vibration. 

— Wave power may experience a reduction due to 
excessive wave heights. 

— Thermal power plants may experience a reduction 
due to fuel shortage because of sustained damage 
to oil and gas infrastructure. In biofuel power plants 
due to crop yield loss from wind damage. 

Uplift and displacement, 
deformation and fracture of 
aboveground storage tanks 
(including their roofs) due to 
wind action. 

Lower fuel reserves due to 
increase in losses from the 
failure of fuel storage tanks 
and sustained damage in oil 
and gas tank farms and 
terminals, pipelines and 
offshore oil and gas platforms. 

Pipeline depressurisation 
and purge. 

Constraints in fuel supply. 

Wildfires Damage to structures (1), equipment (2) or components (3) due to thermal stress, impact loads from airborne debris, ash 
and sediment accumulation, clogging and corrosion. 

 

Malfunctioning of equipment (4), increase in false signals due to fire, smoke, and airborne debris, and tripping of circuit 
breakers. 

Higher potential for technological accidents (e.g., ignition of flammables by hot surfaces with potential for explosions). 
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Reduction of electricity generation: 

— All power plants due to sustained damage. 

— Solar power due to smoke and airborne ash, and its 
deposition. 

— Wind power due to increase in turbulence and 
excessive vibration. 

— Thermal power plants due to fuel shortage. In 
biofuel power plants due to crop yield loss from fire 
damage. 

Efficiency reduction of 
transmission and distribution 
lines (e.g., power line sag, 
derating). 

Pipeline depressurisation 
and purge. 

(1) For example, power plants, substations, oil and gas tank farms and terminals, bridges and access roads, levees. 

(2) For example, electricity poles, transmission towers, pipelines, oil and gas wells, pump/meter stations, storage tanks. 

(3) For example, small-bore connections, welds, flanged joints, concrete anchor blocks, foundations. 

(4) For example, transformers, inverters, electronics, meter, sensors, control systems, life-safety and security systems, such as pressure relief valves, water systems. 

(5) For example, reduction of electricity interconnector capacity or curtailment of oil and gas exports. 
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4 The dunkelflaute 

As renewable energy takes an ever increasing share of electricity generation, these weather-dependent 
energy sources pose new challenges to the smooth and reliable operation of the power grid. Often the focus 
is on the intermittency aspects of renewable energy, but the implications of prolonged periods of low 
generation due to certain weather conditions pose a very serious risk if countermeasures (e.g., energy 
storage) are not considered. In contrast, periods of extremely high generation can be avoided with the 
curtailment of wind and solar power, a measure typically used by operators to avoid power grid congestions, 
or alternatively, energy storage to use during periods of low renewable electricity generation. 

A dunkelflaute event, in other words an extended period with high number of clouds (overcast conditions), 
and thus low insolation, compounded with low wind speeds, can cause significant electricity shortfall with 
serious consequences for operators (Li et al., 2021). These events, as other compound events, are often 
overlooked, particularly in the scientific community, nevertheless they occur relatively frequently (2 to 10 
times per year, Li et al., 2021) and in different seasons. For example, the Netherlands experienced a 
dunkelflaute in April 2018, leading to a significant shortfall in renewable electricity generation and an 
emergency response by the operator (Li et al., 2020). More recently in the summer-autumn of 2021, Europe 
experienced a long period of low wind, although bright sky, which alone affected significantly wind power 
generation (ca. 32% less wind power than expected in the UK)5. 

A dunkelflaute event can occur over large geographical areas and it is critical to improve our understanding 
and develop new forecasting capabilities for this “new” type of climate extreme. This is needed to dimension 
storage, demand response, sector coupling strategies and the demand flexibility contracted in the market 
accordingly, to overcome periods of low renewable electricity generation. 

Europe has a single electricity market, which enables the efficient transport of electricity from where it is 
produced to consumers. This substantially helps operators to more easily tackle dunkelflaute events. Their 
strongest effect will be perhaps on the electricity market, as renewables reduce the price of electricity with 
their zero marginal cost for generation. This means that less renewable electricity in the market translate in 
an increase in electricity prices. 

5 Conclusions 

This study underscores the profound implications that climate change has for CEI, revealing a complex web 
of interconnected impacts. We argued that it is imperative for climate risk management to go beyond looking 
exclusively into direct impacts from isolated events, as this disregards the potential for compound events, the 
triggering of technological accidents and cascading effects. The departure from stable climate averages and 
more frequent and intense extreme weather events will challenge energy production and 
transmission/distribution, posing a substantial threat to the reliability and resilience of these vital systems. 
This may increase the risk of energy crises if risk reduction and resilience measures prove to be inadequate 
or insufficient. As the backbone of economic and societal functions, energy systems underpin essential 
services such as healthcare, transportation and communications, making their safeguarding imperative also 
for national security. Recalling that the energy sector itself also depends upon some of those essential 
services for continuity. On one hand, the urgency of reducing the emission of GHGs must be accompanied by 
a significant transformation of how the energy system is planned, operated and assessed, while on the other 
a more complete view of climate risk is needed to ensure a reliable and resilient energy system and the 
continued provision of energy in an era of escalating climate uncertainty. 
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Abstract 

Natural hazards pose a significant risk to the robustness of the power grid. Climate-related hazards, in 
particular, are growing in both frequency and severity as a result of climate change. Statistical analyses 
demonstrate a noticeable increase in both the frequency of accidents owed to climate related stressors and 
their ensuing consequences in recent years. Consequently, it becomes crucial to understand and measure the 
resilience of infrastructure when confronted with external challenges, which is a pivotal stage in crafting 
successful strategies for adapting to climate change. To accomplish this objective, the creation of sturdy 
fragility models is absolutely necessary. These models function as instruments for assessing the extent of 
damage to assets and for quantifying losses using metrics related to hazard intensity. 

Within this framework, we conduct a review of the existing fragility models tailored to transmission networks, 
distribution networks, and substations. Our review is structured into three primary sections: damage 
assessment, fragility curves, and recommendations for climate adaptation. The initial section offers a brief 
examination of damaging hazards, modes of failure and impacts. The subsequent section provides an 
overview of both analytical and empirical fragility models, underscoring the need for further investigations 
into compound and non-compound hazards, particularly windstorms, floods, lightning, and wildfires. Finally, 
the third section delves into climate adaptation investments within the context of climate change. This review 
can contribute to the enhancement of power grid asset resilience in the face of climate change. Its findings 
are pertinent to various stakeholders, including risk analysts and policymakers involved in risk modelling and 
the formulation of adaptation investments.  

Keywords: power grid; fragility curves; climate resilience; adaptation investments 

1 Introduction 

The European power grid is vital for modern societies, supporting critical services like water, transportation, 
and communication, as well as facilities like healthcare. Yet, the resilience of roughly 509,000 km 
transmission network and 25,400 substations are continuously threatened by natural hazards e.g. 
windstorms and flooding. Ensuring uninterrupted electricity supply is crucial for community safety and 
prosperity. Natural hazards, including climate-related ones, threaten grid functionality annually. According to 
the European Network of Transmission System Operators for Electricity [1], 18-22% of disruptions in Europe 
during 2018-2021 resulted from climate hazards, potentially higher due to under-reporting [2]. Climate 
hazards were the leading cause of transmission network disruptions in this period, with no outages linked to 
power generation plants. A World Bank study [3] estimated 37% of power outages attributed to natural 
hazards from 2010-2016, lasting four times longer than non-natural outages. Global trends support these 
findings [4], with higher percentages in some regions [5]. Notable examples of grid vulnerability include the 
2021 European floods and the 2019 California heatwave, causing extensive damage and prolonged power 
outages [6,7].  

Evidence indicates a rising trend in accidents and their consequences, driven by climate change and grid 
complexity. In 27 EU+UK countries, the average interruption frequency due to extreme weather events more 
than doubled from 2004 to 2016 [8]. The North American Electric Reliability Corporation (NERC) reported that 
69 out of 70 large power transmission events in the U.S. from 2016-2021 resulted from extreme weather, 
challenging the electricity system [9]. The Intergovernmental Panel on Climate Change (IPCC) 2023 report 
[10] confirmed increasing weather extremes due to global warming, expected to persist [11]. Expanding 
power grids, especially in coastal Mediterranean regions [12], heightens infrastructure exposure. 

To understand power grid vulnerabilities, we need robust fragility models. Fragility Curves (FCs) facilitate risk 
analysis and loss assessment as well as quantification of resilience [13]. However, literature on power grid 
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fragility models against natural hazards, accounting for climate projections and multiple hazards, is limited. A 
review by [14] highlighted empirical, single-hazard models as predominant. Existing models focus largely on 
wind hazards, neglecting others like snow, lightning, floods, and wildfires [9,15]. European models remain 
mostly empirical, even for wind hazards [16,17]. Analytical FCs primarily target different infrastructure types 
[18,19].  

In view of the new EU Directive [20] that intends to enhance the resilience of critical entities, accounting for 
all-hazards, climate change and adaptation, this study aims to conduct a review of fragility assessment 
models and adaptation investments for power grid assets against critical natural hazards. Before doing so, a 
database analysis and damage assessment to identify the most damaging hazards, failure modes and 
impact is carried out.   

2 Previous accidents on power grid due to natural hazards 

2.1 Database analyses 

The purpose of this section is to identify the most significant natural hazards that pose threat to the power 
grid network as well as the potential research gaps in available damage reporting and in the consideration of 
natural hazards for fragility assessment. The main challenge when carrying out a statistical analysis is that 
databases present different level of accuracy and detail. Numerous accidents are under-reported, and there 
is also inconsistency with respect to the information that is reported for each accident, which introduces bias 
into the statistical analysis. To reduce the bias, multiple databases and cross-checking with reports and 
media can be employed. In this study, data is extracted from two available accident databases: the 
International Disaster Database (EM-DAT) and the database of the Asian Disaster Reduction Center (ADRC). 
These choices were made, because the data are publicly available, while the level of detail allows the 
categorization of accidents. The accidents included in the analysis meet one or more of the following criteria 
in both databases: 5-10 or more fatalities, a minimum of 100 people affected and/or an international appeal 
for emergency assistance. The extracted records refer to accidents that occurred between 1999 and 2022.  

Figure 36: Database analyses: percentage of natural hazards that have triggered a power outage and the 
allocation of accidents to each continent from a) EM-DAT and b) ADRC databases, and c) linear regression of 

the number of accidents per year based on EM-DAT and ADRC 

  
a) b) 

 
c) 
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Out of a total of 703 accidents, 177 and 151 accidents were selected from EM-DAT and ADRC, respectively. 
Using keywords, the accidents were categorized per each family of hazards (meteorological, climatological 
and geophysical), individual natural hazards and continent where the accident occurred. In Figure 36a&b, the 
outer circle of the pie charts represents the family of hazards, and it can be seen that the majority of 
accidents were triggered by meteorological hazards, followed by climatological and geophysical, for both 
databases. The databases agreed regarding the most damaging hazard, which was windstorms, accounting 
for approximately 33% to 37% of the accidents, followed by floods and cold waves. It is important to note 
that windstorms are compound hazards involving both wind and lightning, which have been found to cause 
significant damage to the power grid. A notable discrepancy between the databases was observed on the 
percentage of accidents caused by floods and tropical cyclones, which can be attributed to differences in the 
allocation of accidents. Although one-third of accidents occurred in Asia in both databases, the number of 
accidents that occurred in N. America was 10% less in EM-DAT, which may introduce some bias. Nearly one-
fifth of accidents occurred in Europe in both databases, which could increase to 25% if hazards affected 
multiple countries were considered (omitted from this analysis due to lack of data). Among the least 
damaging hazards were heat waves and wildfires accounting for only 2% of the accidents. This percentage 
may be relatively biased due to under-reporting, considering the numerous and prolonged outages in wildfire-
prone areas like California [23]. Wildfires are often localized events, and this might be a reason of the under-
reporting; however, the risk of power grid damage due to wildfires is expected to increase considerably in 
areas with Mediterranean-line climate due to climate change [8,24]. 

Furthermore, a linear regression model was employed to estimate the number of accidents per year, taking 
into account data from both databases. This approach ensured that accidents reported in both databases 
were considered only once. As shown in Figure 36c, an increasing trend in the annual number of accidents is 
observed from 1999 to 2022. This outcome further highlights the importance of conducting risk assessment 
of power grid assets against natural hazards. Regarding the causes of failure, it can be confirmed that the 
most frequent cause was fallen trees on transmission towers or utility pylons due to excessive wind or 
snowfall, accounting for at least 15% of failures. It is noteworthy that approximately 25% of accidents were 
triggered by compound events such as combination of wind with rainfall, snow or lightning. These results 
provide valuable insights for the current review and future studies on risk and resilience assessment. Finally, 
regarding the failure modes, it is important to mention that, apart from conductor failures and the collapse of 
towers, pylons, or substations due to flooding, limited information was available for other failure modes. 
Therefore, the subsequent section will delve into reviewing damage assessment studies to gain a better 
understanding of these failure modes as well as other resilience aspects e.g. preparedness, restoration and 
recovery that contributed to increased losses. 

2.2 Analysing failure modes and impact in major accidents 

Table 4 presents information on significant power grid accidents linked to various destructive hazards, 
including snowstorms, heatwaves, windstorms, floods, and earthquakes. The objective is to emphasize the 
most common causes of failures and the consequences of these hazards on power grid assets and the 
economy. The first incident documented in the table concerns the 2005 Münsterland power blackout, which 
was triggered by a combination of factors, including ice and wind, as well as the aging infrastructure [25]. 
The event unfolded as a result of strong winds and heavy snowfall, leading to the accumulation of wet snow 
on overhead electrical lines in the form of snow rolls. This accumulation caused the failure of 82 high-
voltage transmission towers. The power company responsible for the transmission system in the region 
initially labeled the failure as an unforeseeable "black swan" event. However, subsequent investigations by 
news media [26] and a forensic analysis conducted by [25] revealed that the tower collapse resulted from a 
combination of excessive ice and wind loading, coupled with the reduced capacity of the towers. The 
consequences of this blackout were substantial, affecting more than 250,000 individuals for a duration of 4 
to 6 days, with estimated repair costs surpassing €130 million. This incident underscored the necessity of 
upgrading or replacing aging infrastructure and establishing effective communication channels between 
power operators and meteorological agencies to identify hazards and implement preventive measures to 
avert future accidents. Indeed, a power utility company proactively shut off electricity to approximately 3 
million people in response to an impending threat of deadly wildfires and potential damage to the power grid 
due to a forecast of extreme weather conditions, which combined heat and wind hazards [6]. High 
temperatures can lead to short circuits because of line sagging, and wildfires front can damage directly 
power grid assets. While a post-event case study demonstrated that the prior shutdown by the company 
prevented a catastrophic outcome, it also revealed inadequacies in the preparedness of authorities and the 
resilience of the power grid. This was evident in the fact that it took over one month to fully restore power in 
all affected regions, primarily due to extensive inspections [27].  
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Table 4. A summary of failure modes and impact in major power grid accidents 

Natural 

Hazard 
Event 

Failure mode and 

contributing factors 
Impact 

Snowstorm 
(compound 
hazard) 

● 2005 Münsterland 
power blackout 

● Affected country: 
Germany 

● Transmission tower collapse 
due to excessive wind and ice 
load on the conductors 

● Blackout experienced by 
250,000 people for 4-6 
days 

● Rupture of 82 transmission 
lines  

● 130 million € estimated 
costs 

Heat wave and 
wind 
(compound 
hazard) 

● 2019 California 
shutoffs 

● Affected country: 
USA 

● Pre-emptive shutdown as a 
response to the elevated 
wildfire risk 

● Substantial rise in California's 
population in wildfire-prone 
regions 

● Potential failure modes: short 
circuits due to line sagging and 
direct damage to assets from 
wildfire front  

● Around 3 million people 
without power for up to a 
month 

● Disruption of rail transport 
services for two days 

 

Windstorm 
(tropical 
cyclone) 

● 2017 Hurricane 
Maria 

● Affected country: 
Puerto Rico 

● Damaged power lines and 
inaccessibility to the sites due 
to fallen trees  

● Under-investment by the 
government: lack of vegetation 
management, redundancy and 
design of power lines for 
Hurricane Category 4 

● 70% of electricity customers 
without power 

● 18 billion of dollars for 
power grid restoration 
(direct damage) 

Fluvial flood 

● 2021 European 
floods 

● Affected countries: 
Germany, 
Netherlands 

● Failure of equipment inside 
substations because of flood 
water  

● Very high quantity of water 
(the highest in 1000 years)  

● Around 800,000 people 
without power for up to 8 
weeks 

Earthquake and 
tsunami 

● 2011 Great East 
Japan earthquake 
and tsunami 

● Affected countries: 
Japan 

● Collapse of steel-lattice 
transmission towers by 
tsunami-borne debris and 
landslides 

● Design level exceedance  of 
generation plants, substations 
and equipment e.g. insulators, 
even for the most recently 
constructed power grid assets 

● 10 million people without 
power, but reinstatement of 
90% of the power grid 
within 6 days 

● Collapse 42 steel-lattice 
transmission towers (40 by 
tsunami-borne debris and 2 
by landslide) 

● Half a billion $ for 
restoration and demand 
curtailment during summer 
due to damage to power 
plants 

Furthermore, tropical cyclones, with hurricanes being a notable example, rank among the most destructive 
threats to the power grid. An illustrative case is the impact of Hurricane Maria in 2017, which inflicted severe 
damage on Puerto Rico's electrical infrastructure. Power lines and towers were collapsed because of severe 
wind and fallen trees, as a result of under-investment. Poor maintenance, vegetation management and 
inadequate design for Category 4 hurricanes were the primary causes of failure. Also, lack of redundance was 
the main cause of prolonged outages. The endeavor to restore the power grid alone incurred costs as 
substantial as €18 billion, marking the highest expense among all the incidents delineated in Table 4. Owing 
to the grid's pronounced vulnerability, merely 20% of the transmission lines were back in operation after the 
initial month, and the restoration process extended over a year [28,29]. 
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The 2021 European floods, which had a significant impact on Germany's power grid, underscored the high 
impact of flood hazards on numerous equipment inside substations for High Impact Low Probability (HILP) 
events. The power outage lasted for up to 8 weeks due to site inaccessibility and repair work [29,30]. Also, 
the 2011 Great East Japan earthquake inflicted extensive harm on transmission towers and substations, 
resulting in substantial financial losses. The earthquake and tsunami exceeded design levels even for the 
most recently constructed power grid assets. Transmission towers failed mostly due to tsunami-borne debris, 
but landslides caused damage as well. This catastrophe also had a profound impact on approximately 10 
million individuals. It's worth noting that the power supply was swiftly reinstated in 90% of the affected area 
within a mere 6 days, underscoring the nation's commendable level of preparedness. Nevertheless, the 
remaining 10% of the region, where damage resulted from the tsunami and landslides, necessitated a 
month-long effort to fully restore the power supply [31,32]. TEPCO energy provider spent half a billion for 
restoration and issued summer power curtailments due to the loss of power plants. 

3 Fragility models for European power grid assets 

One of the requirements for assessing the resilience of power grid assets is the derivation of FCs, which are 
practical tools that describe the probability of exceedance of a certain level of damage given the intensity 
measure (IM) of a natural hazard [33,34]. As shown in the following sections, even though FCs have been 
derived for other critical infrastructures e.g. bridges and power plants [18,19], the literature is still scarce for 
power infrastructure. Dumas et al. [14] carried out a review of power grid vulnerability, which is one out of 
very few in the literature, and corroborated that the majority of the available models are empirical and 
single-hazard. Furthermore, by virtue of limitations of the lognormal distribution to capture efficiently the 
data that pertain to multiple-parameter or multiple-hazard events, the logit function is adopted instead 
[35,36]. There are four main methods for deriving FCs, namely empirical, analytical, judgmental and hybrid. 
Analytical methods are based on physical models or explicit demand-capacity relationships, while empirical 
and judgmental methods rely on observations, experiments, and expert judgments. Hybrid methods combine 
these approaches. The key advantage of analytical forecasting over empirical/judgmental methods is the 
auditability and verifiability of physical models, whereas empirical data are easier to handle. Table 2 
summarizes all the available fragility models for transmission and distribution network as well as substations 
in the EU per natural hazard, fragility method and IM. This summary is part of a comprehensive review by 
[37] and relies only on peer-reviewed journal publications in the last two decades. Also, only publications that 
derive FCs are considered. Hence, resilience assessment studies that use FCs are not taken into account.  

 

Table 5. Fragility models for power grid assets in the EU against different natural hazards 

 Power grid asset Hazard Fragility model IM 

Transmission 
network 

Wind Analytical: [17] 
3-s gust wind 
speed 

Distribution 
network 

Wind Empirical: [16] 
Maximum wind 
speed 

Earthquake Empirical: [38] PGA 

Substations Earthquake 
Analytical: [39] 

Hybrid: [40] 
PGA: [39], [40] 

It can clearly be seen in Table 2 that the available models are limited per asset and hazard. This conclusion is 
especially true in Europe for all power grid assets and natural hazards, which renders the evaluation of 
impacts at an individual asset level inconsequential for planning recovery measures in a broader, EU-level 
policy framework. Prior FP7 projects e.g. RAIN, AFTER, ongoing HE e.g. ReCharged, R2D2, HVDC-WISE, 
RISKADAPT and studies [41] have advanced the resilience assessment of power assets, but do not study new 
fragility models in a systematic way, disregarding structural- and hazard-induced uncertainties. Additionally, 
empirical models e.g. [16] and [38] are bound to specific regions, in contrast with numerical models, and 
cannot easily apply to other regions due to different typologies of assets and weather conditions e.g. multi-
hazard or climate change effects. Numerical fragility functions are very limited, e.g. for the Nordic 
transmission power network against wind hazard [17] or for substations against earthquake hazard [39] and 

http://rain-project.eu/wp-content/uploads/2017/08/D5.4-Web-Based-Tool-for-incident-probability-forecasting_final.pdf
https://cordis.europa.eu/project/id/261788/results
https://msca-recharged.eu/
https://r2d2project.eu/
https://hvdc-wise.eu/project-description/
http://riskadapt.eu/
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[40], and case-specific with regard to asset typologies, ageing and design conditions. Therefore, it is evident 
that additional fragility studies are needed to evaluate the resilience of the EU power grid assets against all 
damaging natural hazards, including wind, flood, earthquakes, wildfires, lightning as well as compound events 
such as windstorms and snowstorms. The new fragility models can be used to reflect the impact of different 
adaptation investments e.g. structural upgrade, as discussed in the following section.  

4 Adaptation investments for managing risks 

Current EU regulations [42]https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0941 focus 
mainly on the generation-demand balance, without providing well-informed methods on how energy 
infrastructure can be incorporated into national disaster risk assessments. The new EU Directive [20] and 
Adaptation strategy [43] stipulate that National Authorities shall identify critical entities, receive EU support 
and embrace grey, green and soft investments, especially because of climate change. Table 6 quotes 
different adaptation investments of power grid assets against natural hazards, which may exacerbate in 
frequency and/or intensity due to climate change depending on the region [11]. First, grey investments refer 
to engineering interventions that have low environmental footprint. These investments can be reflected on 
fragility and risk assessment models for evaluating whether the updated risk after the upgrade is acceptable 
or not. However, the literature lacks of such models, as demonstrated in the Section 3. Grey investments 
measures include structural upgrade, underground cabling, use of high-quality insulators, “low-sag” 
conductors, levee protection or relocation of assets, among others [44]. Green options are based on nature-
based approaches and make use of the multiple services provided by natural ecosystems e.g. land-use 
planning for identifying alternative network paths, nature-based wind protection barriers, configuration of 
smart grids based on renewables to improve resilience and adaptation capacity.  

Finally, soft options include policy, legal, societal, managerial and financial measures, capable of influencing 
human conduct and governance practices. For example, the improvement of legal status of EU member 
states regarding the development of smart grids, interconnection of transmission networks among member 
states for building redundancy and the consideration of power operators in the decision making of power 
infrastructure protection are soft measures. Additionally, cost-benefit analyses can be used to examine 
resilience trade-offs among different adaptation investments. For instance, a cost-benefit analysis can 
evaluate whether underground cabling is more cost-efficient than retrofitting or replacement options e.g. with 
pylons of different material in the long term in regions with extreme weather conditions [45]. This will result 
in money saving and higher safety of citizens. Also, vegetation management, maintenance and inspection of 
power grid assets should be part of a long-term financial planning of power operators in EU member states 
to prolong the lifetime of power grid assets and increase the resilience. Vegetation management, which 
includes trimming, removing hazard trees and other air-borne objects near overhead power lines to minimise 
interference risks, was identified as the most effective option for climate resilience enhancement by [46]. 
Finally, soft investments can play a key role in enhancing adaptive capabilities and raising awareness of local 
communities about climate change matters. 

 

Table 6. Fragility models for power grid assets in the EU against different natural hazards 

Natural Hazard 
Exacerbated by 

climate change 
Adaptation measures 

● Windstorm 

● Yes (increase in 
intensity and/or 
frequency in some 
regions) 

● Structural upgrade of towers/pylons, use of mechanical 
fuses to reduce conductor breakages and underground 
cabling 

● Exploration of alternative routes of overhead lines or 
ecosystem-based wind protection barriers 

● Establishing an efficient communication channel between 
power operators and meteorological agencies 

● Frequent inspection and maintenance, vegetation 
management 

● Effective decision-making based on cost-benefit analyses 

● Lightning strikes 
● Yes (increase is 

some regions) 

● Surge arresters, high-quality insulators, shield wires and 
lightning musts 

● Vector shift protection 

● Load shedding with real time load assessment of feeders 

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019R0941
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using telecommunications 

● Grid reconfiguration  

● Heat waves and 
wildfires 

● Yes (Increase in 
intensity 
and/frequency) 

● Hardening, maintenance planning and vegetation 
management 

● Installation of solar panels and mobile energy storage 
systems to increase redundancy, accounting for weather 
uncertainties  

● Proactive generation redispatch and outage prediction 
modelling and shutoff due to wildfire progression 

● System operators in the decision-making 

● Flood 

● Yes 
(Increase/decrease 
in intensity and/or 
frequency in some 
regions) 

● Substation relocation, equipment elevation or water-proofing 

● Levee protection 

● Shutdowns based on early warnings, surge mechanisms 
activation and positioning repair resources at the edge of 
flood zones 

● Earthquakes (inc. 
landslides, 
liquefaction and 
rockfalls) and 
tsunami 

● No 

● Seismic retrofitting of towers and equipment e.g. anchoring 
or flexible coupling among equipment items, use of 
bushings, surge arrestors and base isolation e.g. for 
transformers 

● Installation of protection barriers all around transmission 
towers in tsunami run-up zones for debris protection 

● Implementation of scour protection measures of equipment 
foundations 

 

5 Conclusions 

Extended periods of power shortages and significant financial losses are evident in major accidents due to 
the absence of robust risk assessment models and preparedness. For transmission and distribution networks, 
the primary causes and contributing factors include falling trees and debris on overhead lines, wind loads 
surpassing design specifications and the effects of aging. Substations face challenges such as exceeding 
inundation levels, inadequate equipment maintenance, and the absence of protective barriers, which can lead 
to equipment damage and short circuits. 

Hence, there is a need for new fragility models to enhance the assessment of power grid asset resilience 
against wind, flood, and wildfire hazards. For instance, there is a lack of analytical wind and multi-hazard 
models that can encompass the various types of transmission towers in different ecosystems. A similar 
deficiency is observed in the case of substations and flood hazards. While wildfire has been recognized as a 
significant threat, there is still limited research in this area. Given the aging infrastructure and the anticipated 
impact of climate change, particularly the intensification of wind, coastal and inland flooding, and heat 
waves, addressing these gaps becomes even more crucial. 

Grey, green and soft adaptation investments should be considered to bolster asset resilience. The impact of 
climate-aware structural strengthening, wind or flood barriers, and mechanical fuses on conductors can be 
quantified through fragility models. Additionally, land-use planning for network relocation or expansion, 
emergency response planning, proactive line outages, and underground cables can significantly enhance 
asset resilience, all of which can be evaluated through cost-benefit analyses. However, it's important to note 
that the cost-benefit of these investments has not yet been quantified through resilience metrics specifically 
tailored to power grid assets, particularly in the case of transmission networks. 
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Abstract 

The penetration of non-synchronous renewables and the abandonment of conventional power plants are 
bringing a number of power-system-related challenges such as: reduction of total system inertia; increasing 
rates of change of frequency (RoCoF); reduced frequency and angular stability and a decreasing number of 
generation units providing frequency regulation. The drop of the system inertia level has become a widely 
acknowledged issue, which can lead to a faster fall in frequency for the same power imbalance and may 
result in suboptimal operation of the traditional under-frequency load shedding (UFLS), causing an additional 
negative effect on system resilience. A novel, synchronous-condensers’-power-injection-based UFLS method 
is proposed by the authors. The preliminary test case and estimation has shown that the proposed rapid load 
shedding (RLS) approach significantly improves the post-contingency frequency response when compared 
with the traditional UFLS scheme. At present, a hardware platform, the operation algorithm and innovative 
scheme of the RLS system terminals are being tested in laboratory. The preliminary results have shown the 
advantages of the proposed innovative scheme of PS emergency control. Its implementation provides the 
opportunity to soften the restrictions regarding the selection of the maximum allowable capacity of 
synchronous generators and transmission network interconnections in the pre-emergency mode. Based on the 
usage of PS dynamic models and the NORDPOOL electricity market model, a methodology for assessing the 
economic benefit of applying the proposed solution has been developed. The case study of the Baltic power 
system (incl. analysis of power system operation modes) demonstrates the possibility of obtaining a positive 
economic effect due to optimal use of the capacities of the transmission network interconnections and 
economically efficient generation.  

Keywords: power system inertia; resilience assessment; load shedding; frequency stability; synchronous 
condensers; feasibility study. 

1 Introduction 

To mitigate climate change and reduce greenhouse gas emissions, the European Union has introduced and 
started implementing the 2030 Climate & Energy Framework 6. The proposed pathways consider 
transformation of energy infrastructures to meet 100% of the demand by means of renewable energy 
sources (RES). The transformation of the power system (PS) affects both the structure of the generation mix 
and its ability to withstand, and recover from, disturbances and contingencies. Substituting the traditional 
(fossil) power plants with renewable-energy power plants brings new challenges to PS operation, therefore 
strengthening the energy security and improving the resilience against new threats will only rise in 
importance on the way towards climate neutrality [1], [2]. The studies on the impact of non-synchronous RES 
generation on grid stability have brought forward the following challenges: reduction of total system inertia; 
increasing rates of change of frequency (RoCoF); inability to meet the requirements regarding peak demand 
and ancillary services with current system regulations; reduced frequency and angular stability and a 
decreasing number of generation units (rotational inertia) providing frequency regulation  [3], [4], [2]. In the 
worst cases, frequency instability can trigger cascaded tripping of PS elements and even blackout of a power 
system or its part [5], [6]. The drop of the system inertia level has become a widely acknowledged issue 
concerning even power systems with historically sufficient inertia levels and stability reserves, such as 
ENTSO-E, the Nordic synchronous PS and the PS of the Baltic States [7]. The reduction of system inertia will 
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lead to a faster frequency drop for the same power imbalance and may cause suboptimal operation of the 
traditional under-frequency load shedding (UFLS), resulting in an additional negative effect on system 
resilience [2], [7]. 

Equation (1), which is a form of swing equation [8], clearly shows that in order to improve the change in 
system frequency 𝑑𝜔/𝑑𝑡, one can either increase the available system inertia 𝐻𝑡𝑜𝑡 by adding more 
synchronous machines (e.g., synchronous generators or/and synchronous condensers), by introducing 
synthetic inertia, or by providing a strong synchronous interconnection with a neighbouring PS — or else, one 
can decrease active power imbalance ∆𝑃 (e.g., by improving the efficacy of the existing UFLS): 

 
dω

dt
= ∆𝑃

𝜔𝑠𝑦𝑛

2𝐻𝑡𝑜𝑡
     (1) 

As pointed out in [9], synchronous condenser technology (SC) can be used to increase system inertia and 
simplify the frequency control during loss-of-generation incidents. Besides, introduction of faster UFLS 
triggering would therefore be beneficial especially for PSs of medium and small size with low rotational 
inertia since the UFLS frequency thresholds are reached faster in such cases. 

Different improvements of UFLS schemes are proposed in literature, making it possible to boost the efficacy 
of UFLS: 

● semi-adaptive UFLS schemes — a triggering method utilising static frequency measurement and 
RoCoF thresholds instead of a frequency-only approach [9], [10], [11]; 

● adaptive UFLS schemes — triggering methods employing a dynamic combination of frequency and 
RoCoF; operating on the basis of a single estimation of the situation or constantly updating the 
estimation [10], [11], [12], [13]. Another type of method calculates the system inertia values or the 
total power imbalance and uses these for load shedding (LS) triggering together with frequency and 
RoCoF threshold values [11], [14] or even bus voltage threshold values [15], [16]. 

The above approaches use frequency measurements in one or another manner. Regardless of the merits of 
the adaptive UFLS in comparison with the traditional one, its use as system-wide protection is limited due to 
the complexity of a real PS and the difficulties in ensuring fast and accurate measurements of frequency 
and/or RoCoF, including the availability of data of the frequencies and inertia of various generators [13]. 
Therefore, a predictive approach to UFLS, as anticipated in [13], could be the next step in the development of 
UFLS. A novel synchronous-condensers’-power-injection-based UFLS method has been introduced by the 
authors [9] and motivates continuation of the work on the improvement of the resilience of a low-inertia 
power system (with high penetration of non-synchronous RES generation). The test case set provided in [16] 
has shown that the proposed rapid load shedding (RLS) method significantly improves the post-contingency 
frequency response and positively impacts the value of the quantitative resilience index [17] when compared 
with the traditional UFLS scheme. 

This article is a continuation of the authors’ work that was presented in [9], [16], [18]. The goal of this paper 
is to examine the feasibility of the proposed RLS from both technical and economic points of view. The 
remaining part of the paper is organised as follows: the novel RLS method and its principles are described in 
the next chapter, then automation concepts (including hardware structure and control terminal connection) 
and a case study are presented; finally, the conclusions are made. 

2 The power system under consideration. Control principle and methodology  

2.1 The Baltic power system  

To test and demonstrate the feasibility of the proposed rapid load shedding, the Baltic power system has 
been chosen. It is well suited to illustrating the behaviour of a low-inertia PS; a simplified representation of 
the Baltic power system is shown in Figure 37. The Baltic power system is a relatively small PS with a peak 

load of ca. 4000 MW, historically synchronously operated with the Unified Power System of Russia (UPS), 
which provides vast frequency and inertia reserves (Figure 37, left part). To improve energy independence 
and security, it was decided7 to disconnect the Baltic PS from the UPS and to establish a new synchronous 

                                                        

 

(7)  https://ec.europa.eu/commission/presscorner/detail/en/IP_19_3337 
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interconnection with the continental Europe network via Poland in early 2025 (through one double-circuit 400 
kV AC line) [9]. The integration process has been started by introducing new HVDC connections with Finland, 
Sweden and Poland. 

Figure 37. The Baltic PS (left part – present situation; right part - after disconnection from the UPS). 

 

Source: RTU, 2023. 

As has been pointed out in [9], after desynchronisation, the available transmission capacity on the AC link 
between Poland and Lithuania is planned to be only 100 MW (a thermal limit capacity of ca. 2000 MW). Any 
planned or unplanned outages of this AC interconnection will result in the operation of the Baltic PS in an 
island mode, only relying on its own inertia reserves, which are radically lower than today’s available inertia 
of the UPS. The operation in the island mode is to introduce major challenges to the frequency stability of the 
Baltics. Moreover, power transfer over DC links needs to be reduced to approx. 400 MW, to ensure secure 
operation in the case of a loss-of-generation or DC link disconnection event (Figure 37, right part). 
Furthermore, a rapid shift towards renewable generation is expected, which additionally worsens the situation 
in case of frequency instability due to low inertia. To strengthen the Baltic PS, three synchronous condensers 
rated ca. 305 MVA each per each Baltic country will be installed by 2025 8. 

2.2 Determination of the imbalance of active power 

An unexpected loss of active power results in deceleration of synchronously rotating machines. As stated in 
[9], the volume of the imbalance of active power ∆𝑃 at the very beginning of the process (prior to primary 
frequency control) is compensated by the injection of active power by each element of the PS possessing 
inertia: 

 ∆𝑃 = ∑ ∆𝑃𝑆𝐶_𝑎
𝑆𝐶
𝑎=1 + ∑ ∆𝑃𝐺_𝑏

𝐺
𝑏=1 + ∑ ∆𝑃𝐿_𝑐

𝐿
𝑐=1     (2) 

where ∆𝑃𝑆𝐶_𝑎, ∆𝑃𝐺_𝑏 and ∆𝑃𝐿_𝑐 are the active power injections of every synchronous condenser, synchronous 
generator and frequency-dependent load (for example, electric motors) present in the PS; SC, G, L are the 
total numbers of these condensers, generators and frequency-dependent loads. To stop the frequency 
decline, it is necessary to restore the balance of generation and consumption, e.g. by disconnecting a load 
equal to ∆𝑃. Nevertheless, due to the large number of elements in real power systems, it is a complex task to 
estimate the volume of this load by measuring all the ∆𝑃s included in Equation (2). The problem can be 
simplified by assuming that Equation (2) can be represented as follows: 

 ∆𝑃 = (1 +
∑ ∆𝑃𝐺_𝑏

𝐺
𝑏=1 +∑ ∆𝑃𝐿_𝑐

𝐿
𝑐=1

∑ ∆𝑃𝑆𝐶_𝑎
𝑆𝐶
𝑎=1

) ∑ ∆𝑃𝑆𝐶_𝑎
𝑆𝐶
𝑎=1 = 𝐾𝑟 ∙ ∑ ∆𝑃𝑆𝐶_𝑎

𝑆𝐶
𝑎=1    (3) 

If the coefficient 𝐾𝑟 is known, then, to estimate ∆𝑃, it is sufficient to measure the power injections of all 
synchronous condensers ∑ ∆𝑃𝑆𝐶 . In a real PS, the coefficient 𝐾𝑟 is not a constant value and depends on the 
operating mode of the PS, its topology and also on the total system inertia level. However, as is mentioned in 
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[9], in any case, we can assert that the measured ∑ ∆𝑃𝑆𝐶  can be taken as the basis for disconnecting the load 
for frequency stabilisation. This load shedding must be in a volume of not less than ∑ ∆𝑃𝑆𝐶 . Such 
disconnection can significantly improve the efficiency of systems where the main source of inertia consists in 
synchronous condensers. Equation (3) will provide an opportunity to predict the frequency decline and 
therefore form the basis of the decision to initiate a fast triggering of the proposed LS scheme [9]. Monitoring 
of exclusively the SCs is achievable in practice and can be used as a basis for power imbalance and system 
frequency prediction. The implementation of such a concept would require using a Wide Area Measurement 
System and/or dedicated measurement units/terminals (see Chapter 0). 

2.3 Rapid Load Shedding Method 

Usually, standard multi-step UFLS is activated only after the frequency value reaches the set threshold/-s, 
gradually disconnecting load. As shown in Figure 38 [16], for the same amount of disconnected load, the 
frequency nadir can be greatly improved if the load shedding is activated earlier. As to Equation (2), when 
any of the active power injections is measured, the same amount of load could be shed before the frequency 
reaches the first threshold. 

Figure 38. System frequency profile depending on load shedding triggering time. 
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Source: RTU [16], 2023. 

As mentioned above, we propose a novel synchronous-condensers’-power-injection-based UFLS method, 
which is based on a predictive approach, allowing much faster triggering of LS (up to 100-200 ms from the 
moment of the contingency) without using either frequency or RoCoF measurements [9]. The principle is 
based on the monitoring of the active power injections of the SCs. Our hypothesis is as follows: the active 
power injection of a SC in an AC power system contains information on the instantaneous shortfall of a major 
generation unit and the expected fall in frequency. SC active power injections can therefore be used as a set-
off for rapid LS activation. Execution of such a rapid scheme of LS substantially reduces the frequency fall 
and the value of the frequency nadir, thus greatly reducing the risk of frequency limit violation in the given 
PS. The concept and the hypothesis were proved by performing PS dynamic simulation case studies; the 
results were demonstrated in [9], [18]. 

2.4 Resilience index 

According to [19], power grid resilience characterises the system’s ability to resist, prepare for, and adapt to 
changing conditions, withstand disruptions and rapidly recover from them. A quantitative resilience index, 
describing the resilience when system is transiting from an undisturbed state to a degraded state, was 
presented in [17]. The system frequency has been chosen as the first parameter to evaluate the transition 
phase (from the initial, steady-state condition towards a degraded one). The second parameter is the amount 
of load which has been shed during the transition state in an attempt to prevent instability and stop the 
decline of the system frequency. By combining both parameters, a part of the grid resilience concept, related 
to system transition from the initial, undisturbed state to the degraded yet stable state, could be assessed as 
[17]: 

 𝑅𝑡𝑟𝑎𝑛𝑠 =
𝑓𝑚𝑖𝑛

𝑓𝑟𝑎𝑡𝑒𝑑

𝐿𝑡𝑜𝑡𝑎𝑙−𝐿𝑠ℎ𝑒𝑑

𝐿𝑡𝑜𝑡𝑎𝑙
     (4) 
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where 𝑓𝑚𝑖𝑛 is the system frequency nadir, Hz; 𝑓𝑟𝑎𝑡𝑒𝑑  is the rated system frequency, Hz; 𝐿𝑡𝑜𝑡𝑎𝑙 is the total load 
before the disruption, MW; 𝐿𝑠ℎ𝑒𝑑  is the amount of load that was shed during the transition stage. The index 
may vary between 0 and 1.0 with a higher value representing better performance. 

To evaluate the impact that the reduced inertia has on the system’s frequency stability two models of the 
Latvian 330 kV network have been used (see [17] for more detail). The frequency response described in the 
case study showed that decreased inertia in the Baltic PS after disconnection from the UPS produces a 
negative effect on frequency stability, thus decreasing the total resilience of the system. The authors 
conclude that an addition of the inertial reserves in the form of synchronous condensers improves the 
situation, yet nonetheless, these measures are insufficient and could not fully compensate for the absence of 
inertial response from the UPS power grid. Since the novel synchronous-condensers’-power-injection-based 
UFLS noticeably reduces the frequency fall and the value of the frequency nadir, its implementation can 
improve the resilience of the PS. 

3 The structure of the control terminal’s hardware and software. Technical feasibility 

To control the SCs’ power injection, the authors propose using a dedicated SC control terminal (SCCT), which 
measures SC currents and voltages and estimates the real power of the SCs (Figure 39). 

Figure 39. SC control terminal connection. 
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Source: RTU, 2023. 

Two options of SCCT operation are possible:  

1. The SCCT continuously transmits estimated real power to the control and monitoring centre where 
all the SC’s data are processed and the decision about the amount of load to be shed is taken in real 
time and commands are sent from the control centre;  

2. If the active power value, exceeding which load shedding action must be taken, is known (as a result 
of simulating power system contingencies), then the SCCT can send a binary command to a 
predefined frequency relay, which disconnects a fixed amount of load. 

3.1 Signal sampling. Fourier Transform and Phasor Computation 

The operating principle of the proposed RLS is based on real power measurements, which are given by: 

 𝑃 = 𝑈 ∙ 𝐼 ∙ 𝑐𝑜𝑠(𝜃)     (5) 

where 𝜃 = 𝜃𝑈 − 𝜃𝐼 is the phase angle between voltage 𝑈 and current 𝐼. 

Equation (5) is ill-suited for direct measurements of power  𝑃. However, the phasor measurement technique 
allows overcoming this difficulty. To do that, another form of real power definition will be used: 

 𝑃 = 𝑅𝑒(�̇�) = 𝑅𝑒(�̇� ∙ 𝐼) = 𝑅𝑒((𝑈𝑟 + 𝑗𝑈𝑖)(𝐼𝑟 − 𝑗𝐼𝑖)) = 𝑈𝑟 ∙ 𝐼𝑖 + 𝑈𝑟 ∙ 𝐼𝑖  (6) 
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where �̇� is the complex power; 𝐼 is the complex conjugate of current 𝐼; voltage and current are represented in 
complex form by real 𝑈𝑟 , 𝐼𝑟  and imaginary 𝑈𝑖 , 𝐼𝑖  components, respectively. 

Sampled waveforms of SC’s current and voltage will be processed by the full-cycle Discrete Fourier 
Transform (DFT) to derive the real and imaginary components of the voltage and current phasors (Equation 
(7); the formula is only given for the voltage phasor) [20], [21]. 

𝑈𝑟 = ∑ 𝑢𝑘
𝑁
𝑘=1 ∙ cos(𝑘 ∙ 2π ∙ 𝑓0 ∙ τ)

𝑈𝑖 =  ∑ 𝑢𝑘
𝑁
𝑘=1 ∙ sin(𝑘 ∙ 2π ∙ 𝑓0 ∙ τ)

  (7) 

where 𝑓0 is the rated frequency and 𝑁 is the number of samples (results of ADC) in one period of the rated 
power system frequency. The sampling interval τ is selected by the terminal designer in the range of 
milliseconds. 

It's worth noting that (7) can be implemented by only using the basic arithmetic operations, since sines and 
cosines can be calculated in advance and entered in the form of coefficients. 

The implementation of the considered method of emergency automation is possible based on the use of the 
Phasor Measurement Unit (PMU) available on the electrical equipment market. However, to reduce the 
requirements for communication channels and block terminals in non-symmetric modes and/or in case of 
network failure, the decision to develop a dedicated terminal has been taken. The complexity and costs of the 
dedicated terminal are expected to be similar to those of widely used protection terminals. 

3.2 Hardware SCCT 

The proposed hardware structure of the SC control terminal (SCCT) is a typical power system IED (intelligent 
electronic device) structure with an analogue-to-digital conversion module, a binary input and output module, 
integrated MMI (man-machine interface), a dedicated digital signal processor and a communication processor 
(see Figure 40).  

The SCCT is equipped with non-volatile memory (NVRAM) with a real-time clock intended for device settings 
and logging information storage. The SCCT is equipped with a high-speed disturbance recording function, 
which provides records of the instantaneous waveform of the controlled signals and the value of estimated 
active power. 

Figure 40. SCCT hardware structure (CPU – Core Processing Unit, LPF – low-pass filter, RAM – data memory, 
NVRAM – non-volatile RAM, ROM – program memory, MMI - man-machine interface). 
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Figure 41. Voltages and currents step-up with consequent signal ramp. 

 

Source: RTU, 2023. 

The controlled signals (currents and voltages of the SC) are low-pass filtered to avoid the aliasing effect, 
multiplexed and sampled by an A/D converter. The signal sampling rate can be chosen between 4 and 64 
samples per power system cycle. The signals’ samples are processed by a Digital Signal Processor (DSP 
CPU1) implementing the DFT algorithm. More advanced algorithms could be used in determining the signals’ 
phase angles, real and reactive power, waveform distortions and other complex quantities. 

A prototype of the RLS automation terminal has been developed and is being tested in the laboratory. Figure 

41 illustrates an example of SCCT record, which was made and stored in digital form after applying currents 
and voltages to emulate the SC active power injection event. The three-phase currents and voltages are in 
secondary amperes and volts while the calculated and recorded active power is in primary units (MW). 

4 Feasibility study: economic benefit 

Based on the usage of PS dynamic models and the NORDPOOL electricity market model, a rough preliminary 
assessment of the economic benefit from applying the proposed solution can be carried out. The assessment 
has been done by using the Baltic PS case and model (see § 0). The following sub-tasks have been solved: 

1. To evaluate the increase in the transfer capacity of the transmission network interconnections; 

2. To calculate the economic benefit in monetary terms.  

In general, cross-border transfer capacity is calculated by considering the peculiarities and technical 
limitations of the network, such as thermal limitations and stability issues. Implementation of advanced 
automation makes it possible to increase the stability limits and diminish the negative consequences of the 
emergency process. The proposed principle of RLS allows triggering load shedding much faster (without 
measurement of frequency or/and RoCoF), based on the active power injection of a synchronous condenser. 
As to Figure 38, the frequency responses clearly show that the same amount of disconnected load radically 
impacts the frequency nadir in case of faster triggering. In the case of the Baltic power system, the 
performed simulations and calculations have shown [9], [18] that the cross-border transfer capacity after 



 

171 

disconnection from the UPS can be maintained at the present level if RLS triggering occurs within 0.1–0.5 s 
from the moment of the contingency. 

To evaluate the economic benefit in monetary terms, we predict electricity prices in the energy systems of 
the Baltic region (Latvia, Lithuania, Estonia, Sweden, Finland, Poland), set the structure of generators and 
consumers and, taking into account the rules of the NORDPOOL electricity market, perform a simulation of 
the operation of connected energy systems (more details on the methodology and electricity market model 
are presented in [22], [23]). The Baltic PS is modelled as a low-inertia system after disconnection from the 
UPS (with a high penetration of RES). The scenario considers PS operation with different transfer capacities of 
the high-voltage DC interconnection between Sweden and Lithuania (the NordBalt line).  

Table 1 presents estimates of the impact of reducing the capacity of the NordBalt line on the average annual 
electricity prices in the Baltic price zone and also focuses on the operation costs of a reserve power plant. The 
presented results are preliminary and indicative in nature; however, the possibility of obtaining a significant 
economic effect (and thus increasing total welfare) is demonstrated. In comparison, the difference between 
the cases with and without availability of full transfer capacity of the NordBalt line leads to additional annual 
costs of 484,642,686 EUR or approx. 1,328,000 EUR per day. 

Table 1. The impact of reducing the capacity of the NordBalt line on the average annual electricity prices in 

the Baltic price zone and the operation costs of a reserve power plant. 

Scenario Average price, 
EUR/MWh 

Operation costs of 
reserve PP, EUR 

Electricity produced by 
reserve PP, GWh 

Capacity of SE4-LT line: 0 MW 139.75 1 055 770 167 3 199 

Capacity of SE4-LT line: 300 MW 129.81 824 820 924 2 499 

Capacity of SE4-LT line: 500 MW 122.59 690 438 594 2 092 

Capacity of SE4-LT line: 700 MW 116.22 571 127 481 1 731 

Source: RTU, 2023. 

This conclusion is confirmed by (experimental) data obtained as a result of the forced disconnection of the 
NordBalt line (from 2023-09-04 till 2023-09-23). Prior to and after the disconnection, the power exchange 
over the NordBalt line (to Lithuania) was in full capacity. The NORDPOOL day-ahead prices and the day 
average prices in the Lithuania and Sweden price zones are shown in Figure 42. Thus, for example, on 
9/23/2023 the average price was 2.91 EUR per MW·h in Sweden and 114.79 EUR per MW·h in the Baltic 
States; the energy demand in the Baltics was 29096 MW·h. If the NordBalt line had been in operation, an 
energy amount of 16800 (MW·h) could be (daily) transferred to Lithuania. Considering the difference 
between the zones’ average prices (114.79-2.91 = 111.88 (EUR\MW·h)), the economic effect could be approx. 
1,880,000 EUR. For the whole period (from 2023-09-04 till 2023-09-23), the economic effect would be EUR 
26,794,439, or EUR 1,339,700 per day. 
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Figure 42. Day-Ahead Price. 

 

Source: RTU, 2023. 

Both examples demonstrate the possibility of improving the resilience of the Baltic PS and obtaining a 
positive economic effect due to optimal use of the interconnection capacity and economically efficient 
generation, thus increasing the total welfare. 

5 Conclusions 

Monitoring the active power of synchronous capacitors can be used to create high-speed emergency 
automation for power systems. Such automation will increase the allowed capacity of the power lines and 
will provide the opportunity to prioritise the use of the most efficient generators. The economic benefit can 
reach the order of hundreds of millions of euros per year. To implement automation, it is necessary to create 
a specialised terminal, the microprocessor implementation of which is close in complexity and cost to 
commonly used relay protection devices of high-voltage power lines. 
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Abstract 

In recent years, the rise in both the frequency and intensity of extreme natural events demands heightened 
attention from grid operators. Accordingly, these events are increasingly becoming a key consideration in 
transmission network planning and management. In this context a risk-based methodology for power system 
resilience assessment in the grid planning context has been elaborated in a joint effort between the Italian 
TSO, Terna, and Ricerca sul Sistema Energetico RSE S.p.A.  

The methodology is aimed to capture the benefit of grid hardening interventions in terms of increase in the 
resilience of the system exposed to natural threats, with the final objective to support Cost-Benefit Analyses 
(CBA) in resilience-enhancement plans, as required by the Italian regulatory authority to all electric utilities. 

An innovative aspect of the methodology is to include climate change modelling in grid planning, together 
with the typical planning driver, i.e. security of supply, market efficiency and renewable integration. The 
probability of natural threats (e.g. wet snow, wind) of increasing intensity is evaluated taking into account 
climatological models. The methodology is wide ranging and it can be applied to any natural threat; up to 
now, it has been applied to wet snow and strong wind, which represent the two major causes of load 
disruptions in the Italian system, but the modelling framework is being expanded to include also 
hydrogeological threats. 

The methodology adopts analytical physics-inspired models, based on international standards for component 
design, and on the National Normative Addendum, to simulate the vulnerability of components to the threats. 
This is another innovative aspect: unlike statistical models, analytical models can quantify the benefits 
brought by deploying countermeasures to the asset (e.g., antitorsional devices on overhead lines against wet 
snow). Specifically, the paper proposes an advanced model for the vulnerability of overhead lines to indirect 
effects of wet snow and strong wind, i.e. the potential actions these threats have on the vegetation which can 
interfere with the lines. The model integrates the information coming from Lidar systems of the operator, 
concerning the potential interferences of the vegetation with the right of way of the lines.  

Combining the probabilistic models of extreme events with the vulnerability models of the components leads 
to the failure return periods (RP) of components exposed to the hazards, also accounting for the real 
extension of the threats via meteorological reanalysis. Starting from the failure RPs of grid assets and from 
the information about threat extension based on past natural events, the methodology selects a 
representative set of multiple contingencies.  

The new resilience indicator is introduced in compliance with the guidelines of national standardisation and 
regulation bodies. It is used to define criteria and priorities for the selection of interventions on the national 
transmission system, quantifying the risk of power disruption for HV/MV substations. The risk metric requires 
the computation of the RP of substation outage, in turn depending on the failure RPs of the lines connected to 
the substation and on the meshing level of grid. Potential cascading trippings triggered by contingencies can 
contribute to the lack of supply to HV/MV substations: thus, they are properly simulated using a cascading 
outage simulator. The two main outputs of the methodology are the outage RP for each substation connected 
to the transmission grid and the Expected Energy Not Served (EENS) due to contingencies. The resilience 
benefit is given by the difference of EENS indicators before and after the deployment of grid interventions.  

The application to a case study on one side demonstrates the effectiveness of the methodology in prioritizing 
the grid interventions for resilience enhancement plans based on a CBA informed by the proposed risk 
indicator; on the other side it shows the good alignment of the failure RPs of the overhead lines, computed 
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with the advanced vulnerability model, with actual faults recorded in the area of the Italian system under 
study. 

1 Introduction 

The climate change underway means that extreme atmospheric phenomena and the consequent risk of 
damage to the infrastructure dedicated to the transport of electricity are increasingly frequent. For this 
reason, the challenges facing TSOs (Transmission System Operators) related to climate change are 
increasingly urgent and entail two objectives: 1) to assess the risk of multiple employee disruptions and 2) to 
develop preventive or corrective countermeasures aimed at absorbing the effects of destructive events and 
rapid recovery, i.e. an increase in the resilience of the system [1]. The adaptation of the decision-making 
process at every level will be fundamental, in terms of resilience both in the operational and planning phases, 
reviewing analyses, methodologies, thus assessing the risk and comparing it with an acceptable threshold [2]. 

In the planning process, the transition from an "N-1" security criterion towards an "N-k" criterion, thus 
including the analysis of multiple contingencies and the evaluation of potential cascading effects, represents 
an innovative approach to adequately evaluate the level of resilience of the electricity system in the event of 
extreme weather events. In order to plan future interventions to increase grid resilience, a risk-based 
methodology was developed through the collaboration between Terna and RSE. The methodology is aimed at 
using prospective climate scenarios, to be scalable and replicable and to be used to analyse multiple weather 
threats. At present the methodology has been applied for the phenomena of strong wind and ice-snow 
threats which represent the two major causes of load disruptions in the Italian system. 

Moreover, the methodology also makes it possible to assess, on a quantitative and objective basis, the 
investments that can lead to an increase in the resilience of the electricity grid, quantifying the technical 
benefits such as the reduction of: 1) probability of power asset outage and 2) risk indicators such as 
Expected Energy Not Supplied (EENS) [3].  

This document presents the methodology mentioned above and its application to identify critical areas and 
the benefits of possible interventions. The paper is organized as follows: Section 2 recalls the methodology; 
Section 3 describes the prospective climate scenarios; Sections 4 and 5 respectively describe the vulnerability 
assessment and the efficient technique for the selection of N-k contingencies. Section 6 discusses a case 
study, and Section 7 presents the conclusions and future developments to include also hydrogeological 
threats. 

 

2 The proposed methodology 

The methodology for resilience assessment of the electrical transmission grid in Italy is developed by TERNA 
and RSE [3] and it can be applied to both wind and ice/snow threats, on the entire Italian electricity 
transmission grid. It is composed by 8 main steps: 

1. Calculate the probability of occurrence of meteorological phenomena in the future, as a function of 
predefined intensity thresholds, using a climatological model. 

2. Quantify the vulnerability of the grid components as a function of the intensity of the meteorological 
event considered, through the development of vulnerability curves applied to a georeferenced grid 
model.  

3. Combine the probabilistic model of the weather event (derived in step 1) with the vulnerability curve 
(from step 2) of the grid components, specifically lines, which leads to the Return Period (RP) of the 
outages of the components in “pre-intervention phase” (RPPRE) i.e. in the initial grid conditions. 

4. Determine the Return Period (RPPS,PRE) of the outages of the Primary Substations (PS) and the 
corresponding value of expected energy not served (EENSPS,PRE) by applying a cascading outage 
simulator.  

5. Identify possible interventions aimed at increasing resilience, based on the meteorological 
phenomena under analysis, the characteristics of the reference area, and the relevant lines, with 
reference to the critical primary substations in terms of outage RP and of load disruptions.  

6. Evaluate the impact of the interventions identified in the previous step, measured in terms of 
increase in the RP of the lines (RPPOST) with respect to the previous value (RPPRE).  
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7. Determine the Return Period (RPPS,POST) of the Primary Substations (PS) and the corresponding value 
of expected energy not served (EENSPS,POST) assuming that the interventions have been implemented, 
by applying a cascading outage simulator.  

8. Calculate the resilience benefit associated with each identified intervention and perform the relevant 
economic evaluation. Currently the Cost-Benefit Analysis of the TSO is based on the economic 
valorisation of EENS reduction, which is used to quantify the benefit of a specific intervention on the 
grid.  

 
Figure 43 shows a flow chart that summarizes the main phases of the methodology.  

 

 

 

 

 

 

 

 

 

Figure 43– Architecture of the resilience assessment methodology 

 

The presented methodology has been approved [4] by ARERA, the Italian Regulatory Authority for Energy, 
Networks and Environment, and is now part of Terna Grid code [5].  

 

3 Climate maps 

In the first stage of the methodology, climate models [6]-[8] are used to identify the exposure of the National 
Transmission Grid (NTG) to severe weather events expected in the coming decades. 

Climate scenarios allow estimating future climate hazard at different levels of detail, calculating the 
probability that a phenomenon of a given intensity will occur in each area, over a certain period of time.  

The climate projections are reproduced over the entire national territory with 4km  4km resolution which not 
only provide an overview of the expected evolution of the weather hazards, but also allow quantifying the 
risk to the NTG. This risk is evaluated by identifying its infrastructures with the highest probability of 
exposure to future severe weather events. Climate projections are determined for different time horizons, up 
to 2050 at 5-year intervals for wind and 10-year intervals for snow, as the annual probability of exceeding 
specific intensity thresholds of the considered weather threat. 

The development of climate models involves four main steps: 

1. Declining global historical climate data on a local scale: starting from model reconstructions of past 
climate, it is possible to “downscale” to the national level, obtaining local climate features with 
higher resolution. In the case of wind, 40 realizations of the CESM-LENS climate model [7] were 
used; in the case of the ice-snow phenomenon, Euro-CORDEX climate models [8] were used with the 
subsequent application of the Makkonen model for the estimation of the wet-snow sleeve 
phenomenon. 

2. Bias correction: downscaled historical data require “bias-correction” where necessary to avoid 
systematic errors of underestimation or systematic overestimation of exposure thresholds. This 
correction is performed through data recorded at local weather stations or using meteorological 
reanalysis datasets. The correction of systematic model errors (e.g., over/underestimation with 
respect to observed local conditions) was made based on the provider's data availability: as far as 
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wind is concerned, the correction was made through the ERA-5 database [6], while in case of the ice-
snow threat the MERIDA Optimal Interpolation [9] reanalysis dataset was used. 

3. Processing of high-resolution climate projections: the results of climate models thus corrected are 

used to process future projections, rescaled to 4km  4km resolution for each region of interest and 
for selected future periods. 

4. Calculation of the characteristic parameters of the expected weather event analysed: from the 
results of the downscaled and bias-corrected climate models, the probabilities of exceeding the 
threshold values of the stress variable at given future horizons are obtained (Figure 44). 

 

(a)  (b) 

Figure 44- a) Forecast maps to 2030, with 4x4km resolution, for wind, considering different 

thresholds of probability of exceeding the expected wind speed from 40 km/h to 140 km/h; b) 

Forecast maps to 2030, with 4x4km resolution, for snow, considering different thresholds of 

probability of exceeding the expected sleeve load from 1kg/m to 18 kg/m. 

The verification of such climatological models poses significant challenges to the researchers in the field: the 
verification has consisted in comparing the values of some quantities recorded in recent events (e.g. sleeve 
thickness) with the values of the same quantities evaluated in the scenarios developed by climatological 
models. 

To estimate the exposure of the NTG with respect to the considered event, the results of climate projections 
are associated with the NTG, using the geo-referenced National Transmission Grid asset map, so as to 
deduce, for each line and each span under analysis, the probability values of exceeding the intensity 
thresholds for the analysed threat in the identified horizon year. 

The adoption of climatological models allows to assess the effect of global warming on the trend of the main 
characteristics (severity and probability of occurrence) of weather events over the decades, also accounting 
for different emission scenario hypotheses. 

Starting from multiple thresholds of weather threat (snow or wind) intensity, the CCDF (Complementary 
Cumulative Distribution Function) and CDF (Cumulative Distribution Function) are calculated: these 
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distributions combined with asset vulnerability models allow to calculate the failure return periods for Over 
Head Lines (OHL), as described in the sequel. 

4 Vulnerability assessment 

This section discusses the model proposed to quantify the vulnerability of OHLs to wet snow and wind 
threats. These models are characterised using real orographic and technical parameters of the NTG assets 
provided by the Italian TSO. 

4.1 Vulnerability models of OHL spans against direct effects of wind and snow 

The proposed approach, starting from CEI EN 50341-1 standard [10], expresses the vulnerability models as 
probabilities of component damage, in turn depending on two weather variables namely: 
 wind speed w (in km/h), evaluated as the average value over 10 minutes at 10 m height from the 

ground; 
 wet snow linear mass q (in kg/m) on reference conductors (22.8 mm and 31.5 mm diameters cover the 

large majority of existing conductors in the Italian transmission grid).  
 
In particular, the model expresses the vulnerability of each span subcomponent as a function of the 
actions due to strong wind and snow loads. In fact, each weather variable (w and q) is converted 
into specific actions that the wind and snow apply to the different subcomponents of the OHL.  

Specific mechanical actions are associated with the abovementioned subcomponents:  

 Tension Tpc (in kN) on individual phase conductor 

 Tension Tsw (in kN) on individual shield wire 

 Resulting forces Rt (in kN) acting on the tower, derived by combining the vertical loads (due to the weight 
of the conductors and of potential wet snow/ice sleeves on contiguous spans, as well as to the altimetric 
coefficient K for the specific tower) and the horizontal ones (due to wind pressure on conductors, tower 
structure, shield wires, insulators/support, and to line deviation angle d) 

 Stress variable for the tower foundations, consisting either in the overturning moment of the tower Mt (in 
kN×m) in case of unique block foundations, or in the compression action on the ground (in N/m2) for 
foundations with separate footings. 

 

Vulnerability PVi of i-th subcomponent to direct action is given in (1). 

PVi (w, q)= PVi(Ai, Qi)          (1) 

where  

 Ai = Gi (r)  is the action of wind and snow on subcomponent i, expressed in terms of the two weather 

variables in vector r = (w, q)  

 Qi is (are) the parameter(s) which characterize(s) the vulnerability of subcomponent i to combined wind 
and snow actions. 

 

Parameters Qi are given by the expected values of: 

 Rated Tensile Strength (RTS) in kN for phase conductors 

 Rated Tensile Strength (RTS) in kN for shield wires. 

 Breaking strength of supports in kN. 

 Maximum overturning moment (in kN×m) or maximum compression of the ground (in daN/cm2), according 
to the type of foundations and to the typical design criteria. 

Functions PVi of the subcomponents of each individual line span represent the fragility curves of the 
subcomponents to the abovementioned actions. These functions are given by lognormal distributions of the 
action variables. To identify the parameters (mainly the maximum breaking strength) characterizing the 
vulnerability curves of the support, the following sources are exploited:  

 the design criteria reported in CEI (Italian Electrotechnical Committee) 11.4 standard [11], and  

 the mechanical utilization curves of the towers: these are piecewise linear curves in (Cm, d) and (Cm, K) 
planes, where: Cm is the average value of the lengths of the two adjacent spans, K is the altimetric 
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coefficient, and d is the deviation angle of the line in correspondence of the specific mean span length 
Cm.  

Once the vulnerability model of each subcomponent i is available, then the vulnerability of each line span can 
be expressed as in (2) because the failure of any subcomponent of the span is assumed to cause the outage 
of the entire span. 

     
i

ispan qwPVqwPV ,11,             (2)  

The detailed equations of the forces acting on each sub-components (conductors, supports, shield wires, 
foundations, etc.) are reported in [12]. 

4.2 Vulnerability models of OHL spans against indirect effects of wind and snow 

This subsection describes the model developed to quantify the vulnerability of OHL spans against indirect 
effects of wind and snow (i.e. the potential interference due to vegetation along the OHL route). 

4.2.1 Base vulnerability modelling 

The contact with trees is a frequent cause of failures in MV and HV grids, due to strong wind or snow. An 
analytical probabilistic model of the interactions between the line and the interfering vegetation in presence 
of wind and snow has been proposed by the authors in [13] and it accounts for: 

 vertical contact due to trees in the Right-Of-Way (ROW) (an unlikely event because the Italian TSO fulfils 
the prescriptions of CEI 11-4 Std.), 

 lateral contact due to fall of trees from outside the ROW, 

 lateral contact between the line catenary (inclined with respect to the vertical axis) and the trees at the 
ROW boundaries (unlikely event, due to the strict prescriptions of the Italian standard CEI 11-4). 

The main factors considered are: tree linear coverage density (no. of trees per km), clearance distance 
(horizontal distance between tree line and the closest phase conductor), tree species (trunk height, coniferous 
or broad leaf, maximum breaking strength, root-soil system features), orography (terrain slope), weather 
conditions (wind, snow, ice etc.). 

The tree characteristics (mechanical properties e.g. the Young’s modulus, the modulus of rupture, etc.) and 
the weather conditions affecting line sag (solar irradiation, wind speed) are treated as stochastic variables.  

Figure 45 indicates the scheme of wind and snow induced forces in the interaction tree-OHL. The main cause 
of tree fall is the strong wind, which applies a lateral force that can cause tree stem bending and rotation of 
the root system: this can increase the component of the overturning moment due to the vertical forces to 
which the snow load contributes. In the following, the analytical model described in [13] is extended to 
consider the effects of wet snow on the interaction between vegetation and lines. 

 

Figure 45. Scheme of wind and snow induced forces on OHL and interfering vegetation 

The proposed vulnerability model is physics inspired and all the forces represented in Figure 2 (weights, wind 
and snow induced forces) are computed taking into account the abovementioned factors. More details on the 
model are reported in [12].  
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4.2.2 Advanced modelling integrating vegetation mapping from Lidar surveys 

The base vulnerability model illustrated in the previous subsection employs the CORINE Land Cover database 
[14] to map the vegetation across Italy. Nonetheless, this database only provides average values for tree 
characteristics and does not offer precise insights into specific tree interference conditions along the OHL 
right-of-way. 

To address this limitation, an advanced vulnerability model has been defined to integrate the vegetation 
mapping based on LiDar systems [15] which are more accurate and updated compared to the CORINE 
approach. Terna employs its fleet of helicopters to conduct terrain mapping around the lines using LiDar, a 
remote sensing system that allows to measure the distance of an object or surface from power lines using a 
laser pulse. 

The primary goal of inspections is to accurately measure the actual distance between power lines and 
surrounding vegetation. This allows mapping potential tree interferences and planning preventive cutting 
actions. The LiDar mapping covers a 50-meter width on each side of the line, with spatial resolution up to 1 

m  1 m. This mapping provides an accurate reconstruction of orography, of the presence and height of 
vegetation along the lines (see Figure 46). This information is updated annually through new surveys.  

 

(a) (b) 

Figure 46 - a) Top view of the LiDar survey reconstruction. In red the parts that are critical. b) 

View of the conductor section. In red the vegetation to be cut. 

Within the data provided by LiDAR systems, the advanced model for OHL vulnerability to tree interference 
requires information about potential interactions between a cylindroid centred on the catenary of the wires 
(including conductors and shield wires) and potentially interference vegetation. These interactions are 
assessed both within and beyond the right-of-way, within each 1 m × 1 m cell along the path of each line 
span. Additional details are outlined in [16]. 

4.3 Evaluating the RP of the overall OHL 

The evaluation of the return periods of substation outages starts from the assessment of the failure return 
periods of the lines which directly or indirectly connect the substation to the rest of the HV grid. The proposed 
resilience assessment methodology evaluates the return periods of the overhead line outages starting from 
the map of extreme values of the stress variables (snow loads and wind speeds) over different time horizons 
provided by climatological models [6], [17] as well as from the vulnerability models of the individual OHL 
spans. 

More specifically, the combination of the vulnerability curves of each OHL span against both direct and 
indirect effects of wind and snow with the known return periods for specific values of the threat actions (e.g. 
wind and snow loads) allows to compute the return period of the outage of each OHL span due to direct and 
indirect effects of snow and wind. The flexibility of the modelling approach allows to separately consider the 
effects of wind and wet snow, thus computing two separate RPs for each OHL span. 
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After that, given the indications of Std. IEC 60826 [18] about the extension of the weather events, the line is 
divided into groups of N spans which are assumed to be simultaneously struck by the threat. The RP of each 
group is the minimum RP of the spans composing the group, while the RP of the line is obtained by 
computing the probability of the logical “OR” of the failure probabilities of each group. 

4.4 Validating the Models 

The validation process aims to verify whether the outputs of the entire methodology align with statistics 
related to OHL outages caused by extreme weather events, as derived from the actual operation of the 
power grid. Specifically, the areas subject to validation are the OHL vulnerability models and the 
climatological models, especially concerning one of the major threats affecting the Italian Extra High Voltage 
(EHV) grid, which is wet snow. 

The validation process involves a comprehensive analysis of historical failure events that have occurred over 
the most recent 16-year observation period. From the complete failure database, the validation process 
selects only failures linked to direct or indirect impacts of a threat (such as wet snow) on the OHL 
components. Apart from ensuring the accuracy, completeness, and comprehensiveness of the available 
historical failure information related to OHLs, it is crucial to consider the history of "infrastructure upgrades" 
performed on these lines in recent years. Such upgrades lead to changes in vulnerability model parameters. 
Therefore, older failures might be due to higher vulnerability compared to what the methodology framework 
reconstructs based on the most current OHL parameters available in Terna databases. Hence, in the 
validation process, it is vital to filter out the lines whose behaviour with respect to the studied meteorological 
threat, evaluated using the methodology vs. reconstructed through historical failure records presents a 
discrepancy resulting from infrastructure changes implemented during the observation period. 

For validation purposes, the "benchmark" comprises OHL failures caused by wet snow and documented during 
the observation period. The second comparison term consists of calculated outage return periods, which 
result from combining the OHL vulnerability model with a source of climatological or meteorological data, 
depending on the context of application. As the benchmark pertains to past failure events, the mentioned 
data source is based on the best available meteorological data, specifically the outcomes of the RSE 
meteorological reanalysis MERIDA-OI [9] with optimal interpolation of observed values. 

Consequently, the validation process of the vulnerability model is divided into two steps: 

1. Validation of the meteorological dataset against real wet snow events. 

2. Validation of the calculated OHL outage return periods against empirical failure data. 

The initial step is applied to recent and significant snowfall events that caused notable electrical disruptions. 
It involves comparing the wet snow loads recorded during these events with those reconstructed using the 
MERIDA OI dataset applied to the Makkonen accretion model. 

The subsequent validation step involves comparing the statistics related to outage return periods calculated 
by the methodology with the corresponding statistics related to actual outages recorded in the grid. 

Given the limited number of recorded OHL failure events within the available observation interval 
(approximately 16 years), the high number and the significant differences characterising the lines under 
analysis (the whole National Transmission Grid), the comparison between calculated and empirical outage 
return periods is conducted on clusters of lines grouped based on specific physical quantities. Creating line 
clusters allows identifying a sufficient number of failure events in each cluster, ensuring that the uncertainty 
regarding the empirical mean number of failures for the lines within each cluster remains adequately 
constrained. 

The selection of physical dimensions is based on engineering judgment, involving the identification of 
physical parameters believed to significantly affect the outage return periods of OHLs for each specific 
threat. Particularly, concerning the wet snow threat, the physical quantities used for clustering are: 

• Length of the line, to point out that longer lines have higher exposure to wet snow; 

• Maximum altitude of OHL spans, to take into account that higher altitude leads to greater exposure to 
wet snow events; 

• Voltage level, to consider that design characteristics affected by voltage levels strongly impact OHL 
response to wet snow loads. 
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The results obtained show that the clustering carried out allowed the lines to be grouped according to 
significant dimensions for which a very good matching is achieved with respect to the historical failure 
history: this permitted to successfully pass the validation. More detailed are reported in [3]. 

5 Efficient enumeration of multiple contingencies and power system response simulation 

This section presents the modules for the efficient enumeration of multiple contingencies and for the 
assessment of their impact by simulating the power system response to the contingencies themselves. 

5.1 Efficient enumeration of multiple contingencies 

The methodology adopts an analytical probabilistic approach to enumerate the multiple contingencies which 
most contribute to the Expected Energy Not Served (EENS) risk indicator.  

The enumerative process consists of the following steps: 

 calculation of a correlation matrix, to account for the fact that a severe weather event can affect more 
than one line during the event duration (step 1), 

 identification of clusters of lines with high correlation, based on the correlation matrix (step 2), 

 identification of relevant contingencies, i.e. combinations of tripping and not tripping of lines with non-
negligible probability within each cluster (step 3), 

 calculation of the probability of multiple contingencies (step 4). 

The steps are described in more detail in the sequel. 

5.1.1 Calculation of correlation matrix 

The method starts from an [Nevents × Nlines] event matrix M evaluated as in (3), where Nevents is the number of 
weather events when a specific intensity threshold has been overcome at least on one line of the set, Nlines is 
the total number of lines considered in the analysis. 
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Matrix M allows to compute the event tables which report the number of weather events when the intensity 
threshold has been overcome on the lines, see example referring to lines L1 and L2 in TABLE VII. 

Table VII. Event table for lines L1 and L2 

 L2 not L2 Totals 

L1 n11 n10 n1* 

not L1 n01 n00 n0* 

Totals n*1 n*0  

 

where: 

 n11 is the number of severe events for which both lines L1 and L2 are affected by a weather variable 
exceeding a threshold Th (in m/s for wind and kg/m for wet snow), 

 n10 is the number of severe events for which line L1 is affected while line L2 is not affected by a 
weather variable exceeding a threshold Th, 

 n00 is the number of severe events for which neither line is affected by a weather variable exceeding a 
threshold Th, 

 n01 is the number of severe events for which line L2 is affected while line L1 is not affected by a 
weather variable exceeding a threshold Th. 

 

The linear correlation coefficient between line L1 and L2 is computed as in (4). 

𝜑12 =
𝑛11∙𝑛00−𝑛10∙𝑛01

√𝑛∗1∙𝑛∗0∙𝑛1∗∙𝑛0∗
          (4) 
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Repeating the computation in (4) for any pair of lines, the algorithm builds the line correlation matrix R for 
the whole set of lines. 

5.1.2 Line clustering 

The clustering algorithm represents a fundamental pillar for the efficient calculation of long-term resilience 
indicators. In fact, these indicators will be computed considering only a subset of N-k contingencies, which 
affect some representative “clusters” of lines. A sound dimensionality reduction starts from the selection of 
suitable line clusters, which represent a good trade-off between computational time and accuracy, taking into 
account the extension of past weather events over grid lines through matrix R.  

To meet such requirements, this algorithm allows to create clusters with a user-defined threshold of 
minimum internal correlation between the lines in each cluster. Specifically, a hierarchical agglomerative 
algorithm is applied to cluster the lines based on correlation matrix R: in case the agglomerative algorithm 
provides very large clusters, these clusters are split into smaller ones considering topological information (e.g. 
the connection of the lines to the same substation). 

5.1.3 Screening of contingencies 

The previous clustering steps allow for a reduction in the number of possible N-k contingencies; however, the 
methodology applies an effective approach based on total probability theorem and copulas of binary 
variables to efficiently filter out multiple contingencies, also suitable for large power system applications. 

In particular, the probability of the logical “AND” event related to the failures of n lines can be expressed in 
terms of a copula CDF of binary Bernoulli variables, each of which represents the probability of a specific 
status of each line (in service / out of service).  

The above calculation of CDF values via copulas allows to filter out contingencies with negligible probability 
by exploiting the total probability theorem. In fact, given that a contingency consists in a combination of ns 
tripping and nns not tripping of lines, its probability is always lower than the probability of the logical AND of 
the ns trippings thanks to the total probability theorem. Thus, first, the algorithm computes the probability of 
an exhaustive set of combinations (logic AND) of trippings and discards all the ones for which the probability 
is lower than a given probability threshold. After that, all the contingencies which include any of the discarded 
AND combinations are also discarded by the algorithm. 

5.1.4 Copula based calculation of contingency probabilities 

Once identified the set of contingencies, their probabilities are computed by applying the theory of copulas 
for binary variables in each cluster. By Sklar's theorem [19] applied to discrete (particularly binary) variables 

which represent the statuses of the OHLs, the probability ,ctg hprob  of the occurrence of a generic h-th 

contingency meant as a combination of a set S of trippings and a set NS of not trippings, i.e. P(S & NS), can 
be written as an algebraic sum of the cumulative distribution of probability of the copula C evaluated at 

suitable points ( )is  in subset Wh of the binary variable space, according to the general formula indicated in 

(5) and related to a cluster of cardinality n and with a linear correlation matrix equal to R. 
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5.2 Power system response simulation 

The power system response to contingencies selected in the previous step is evaluated using a cascading 
outage simulator which performs the following analyses: 

 A post-contingency load flow analysis, with the identification of possible overloads caused on the 
surviving grid components, 

 the identification of any additional line trippings due to previous overloads (cascading outage analysis), 

 application of the re-dispatching of generation units aimed at relieving overloads and at bringing the 
lines back into a secure operational condition, quantifying any load shedding actions needed after the 
generation redispatch, 

 registration of load disconnections at substations in case of each identified contingency and calculation 
of the related risk indicator Expected Energy Not Supplied on an annual basis (EENS – MWh/year), which 
is defined by ENTSO-E [20] as the expectation value of the amount of energy not being served to 
consumers on yearly basis, due to system capacity shortages or unexpected outages of assets. 

 

The EENSPSj indicator at the j-th substation is computed as in (7): 
 

𝐸𝐸𝑁𝑆𝑃𝑆𝑗 = ∑ 𝑡recovery × 𝐿𝑜𝑎𝑑𝑗,ℎ × 𝑝𝑟𝑜𝑏𝑐𝑡𝑔,ℎ
𝑁𝑐𝑡𝑔,𝑗
ℎ=1        (7) 

where Nctg,j is the number of contingencies causing a partial or total loss of supply at the j-th substation, 
Loadj,h is the unserved load at the j-th substation for the h-th contingency, probctg,h computed in (5) is the 
annual probability of occurrence of the h-th contingency which determines the loss of load at the j-th 
substation, while trecovery is a conventional recovery time set to 16 hours. 

 

6 Case study 

This section presents a case study to demonstrate the effectiveness of the Terna-RSE methodology in 
identifying the critical and priority areas and in quantifying the benefits of the hardening interventions on the 
grid.  

The analyses are based on the calculation of the Expected Energy Not Served (EENS) index, which represents 
the performance level of the grid. The EENS can measure the risk level associated with the outage of a 
substation connected to the HV grid, because it combines: 

 the probability of occurrence of substation outage, 

 the potential impact of the outage in terms of energy [MWh] not served to the affected customers. 

Therefore, via the EENS index the TSO can identify and assess the high-risk area, i.e., the ones characterized 
by higher values of EENS, in order to define the priority interventions necessary to enhance the resilience and 
security of the grid and mitigate the loss of load risk. Moreover, the benefits achievable through the 
implementation of the interventions can be calculated in terms of reduction of EENS for the substations of 
the area under study. 

6.1 Test system 

The case study refers to a real portion of the transmission system which is critical for weather induced 
failures. In particular, Figure 47(a) and Figure 47(b), respectively, report a diagram of the grid portion under 
study and the linear correlation coefficients among the lines, which are derived from historical severe 
weather occurrences recorded close to the lines. The loads at the four primary substations (PSs) are 
evaluated based on the available historical series of power consumptions. In an “average loading grid 
condition” the loads at the PSs are reported in Figure 47(c). 
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The RPs of L1, L2 and L3 are 3, 13 and 13 years respectively, while L4 is found to be resilient for the threat 
analysed (RP = Inf)9. The analysis considers both direct and indirect effects of the weather threat considered 
on the OHLs. 

 

 

 

Substation Load 
(MW) 

PS1 30 
PS2 20 
PS3 10 
PS4 30 

 

(a) (b) (c ) 

Figure 47. The data for the application example: (a) one line diagram of the portion of the grid 

vulnerable to weather events, (b) the correlation submatrix corresponding to the set of lines {L1, 

L2, L3, L4}, (c) loads at primary substations in an « average loading» condition of the grid. The 

black arrows represent the connections to the rest of the HV grid. 

6.2 Evaluation of the EENS in the pre-intervention phase 

In the pre-intervention phase, aimed at identifying the high-risk areas of the grid, the methodology enables 
to identify and assess all the possible and meaningful contingencies reported in TABLE VIII for increasing 
values of RP (column RP* in the table), quantifying their probability of occurrence Prob(ctgh). This probability 
term depends both on the probability of occurrence of the impacting weather event and on the probability 
that, upon the occurrence of the weather event, those lines and no others are affected and experience an 
outage. Therefore, this probability of occurrence is a function of both the RP of the lines and of the level of 
meteorological correlation between them, which is evaluated considering the weather events that occurred on 
the lines over a multi-year historical horizon.  

Table VIII. List of analysed contingencies for increasing RP values 

RP* Ctg ID 
Outaged lines Prob(ctgh) 

[p.u./year] L1 L2 L3 

3 A 1 0 0 0.209877 

13 

B 0 1 0 0.000465 

C 1 1 0 0.018467 

D 0 0 1 0.000463 

E 1 0 1 0.018469 

F 0 1 1 0.000057 

G 1 1 1 0.055354 

 

Afterwards, the response of the system to the abovementioned contingencies is analysed, assuming a 
conventional restoration time of the outages of 16 hours. Table IX reports the amount of unserved load, the 
yearly contingency probability of the failure occurrence and the EENS indicator for the three contingencies 
that cause the disconnection of PS1 substation. Of course, contingency G also causes the disconnection of 
PS2 substation, but Table III only lists the impact, probability and risk indicators (EENS) associated with PS1 
substation. The methodology evaluates the EENS indicators for each substation of the grid portion under test. 
The total EENS associated with PS1 substation is equal to 44.3 MWh/year and the RP of PS1 substation 

                                                        

 

9 The correlation coefficients and the RPs mentioned above do not represent the real level of weather correlation or vulnerability of the 
lines which are part of the existing portion of the grid under examination. Hence the values exposed above have been defined for 
illustrative purposes. 
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outage is 11 years. It is worth noticing that the response of the system to multiple contingencies is simulated 
considering the model of the whole transmission system in the cascading outage simulator.  

Table IX. Contributions of contingencies affecting PS1 substation to annual EENS. 

RP* Ctg ID Unserved load at 
“average loading” 
grid condition [MW] 

Prob(ctgh) 
[p.u./year] 

EENSh [MWh/year] 

13 C 30 0.018467 8.9 
E 30 0.018469 8.9 
G 30 0.055354 26.6 

 

6.3 Evaluation of the EENS in the post-intervention phase and quantification of the benefit 

for CBA 

After the identification of the critical and priority portions of the grid, the relevant areas are analysed to 
define the interventions necessary to increase the level of resilience of the transmission infrastructure and, 
consequently, of the substations. 

Lines L2 and L3 present few spans with relatively low RP for the weather threat under study. In this specific 
case the most cost-effective solution identified via the CBA consists in the partial undergrounding of the 
lines, thus avoiding the exposition of critical line spans to the threat. This intervention makes lines L2 and L3 
resilient to the threat under study. Alternative solutions involving the partial undergrounding of line L1 (with 
more spans exposed to the threat and a lower RP with respect to lines L2 and L3) are deemed less 
convenient by the CBA. 

The capability provided by the methodology to punctually evaluate how the intervention on each line span 
can affect the overall resilience level of the system enables the TSO to identify the minimum hardening 
actions required, thus guaranteeing the cost-effectiveness of the grid planning process. Finally, applying 
again the methodology in the post-intervention scenario leads to a null value of the EENS for substation PS1 
with reference to the specific threat, which means that the substation is completely resilient to the threat. In 
the end, the benefit of the intervention, in terms of EENS variation, is given by ΔEENS= EENSPOST – EENSPRE = -
44.3 MWh/year.  

7 Conclusions 

This paper introduced an innovative methodology, collaboratively developed by RSE and Terna, designed to 
assess long-term resilience indicators as a mean to prioritize grid hardening actions. This ground-breaking 
approach, forged through a close collaboration among experts in power systems, network planning, 
component design, and meteorology, is currently focused on addressing the primary causes of failures in the 
Italian EHV and HV grid, viz. wet snow and strong wind events. It accomplishes this by evaluating the outage 
return periods of HV/MV substations feeding distribution grids, starting from the return periods of outages in 
the lines connected to the substation and considering the grid meshing level. After a successful validation 
phase, the methodology has been approved by the Italian Regulatory Authority and it has been issued as an 
addendum of the grid code of the Italian TSO. 

The methodology itself relies on a probabilistic framework. It combines probabilistic climatological models 
predicting extreme values of stress variables (such as snow loads and wind speeds) over various time 
horizons (up to the year 2050) with probabilistic analytical models assessing overhead line (OHL) 
vulnerability to both direct and indirect effects of wet snow and wind. 

This collaborative effort, informed by a deep understanding of power grid resilience, by inputs from system 
operators and regulatory authorities, as well as by more challenging climate change scenarios, has spurred 
significant advancements in planning. Anticipating climate scenarios during the planning phase and 
considering all potential weather-related events and their combinations are deemed essential to effectively 
address climate change impacts on grid planning strategies. 

The application of this methodology demonstrates its efficacy in assessing the return periods of line outages 
in alignment with operational experiences. It also effectively quantifies the benefits of grid interventions, 
expressed in terms of variations in Energy Not Supplied (EENS) and in the return periods of substation 
outages.  
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Moreover, the methodology is evolving to encompass additional threats, such as hydrogeological risks, thus 
further extending its applicability in ensuring the resilience of power grids. 
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Abstract 

Resilience is a multifaceted concept, used in many different domains and whose interpretation and definition 
vary in different organizations around the world, based on the type of discipline, implemented practices, and 
lived experiences.  

In the complex context of the electricity sector which directly includes key critical sub-sectors such as 
Generation, Transmission, Distribution, and Trading, in addition to all the IT/OT support systems, human 
resources and supply chain, it is essential to assess where these complex systems stand in terms of 
resilience, considering that they evolve internally and interact with other equally complex systems.  

This paper will address these issues, focusing on reflection on the best approach to follow – the holistic or 
segmented view – to define, establish and implement a methodology for assessing resilience in the electricity 
sector. 

1 Introduction 

Resilience has been gaining increasing prominence in the last decade [1], largely as a result of its 
identification as one of the principles assumed by the EU. We see it reflected in the preparation of the public 
and private sectors to face extreme weather events, in the capacity of critical infrastructures and entities to 
respond, in a sustainable manner, to disruptions and threats of different types, or how cities are capacitating 
themselves to react and recover from the impacts from natural disasters, to name a few examples.  

The COVID-19 pandemic has brought it even further forward by highlighting the challenges that the 
management of critical infrastructures and services have faced, and the impact that the lack of resilience in 
different sectors may have on society and the economy, demonstrating the need to address resilience in a 
more holistic and articulated way [2]. 

The emergence of the geopolitical conflict in Eastern Europe in 2022, led by Russia and Ukraine, has 
increased the sense of urgency and the relevance of achieving an adequate level of resilience, but also of the 
need to develop the appropriate means for assessing and monitoring resilience in different contexts.  

The dependency society and critical sectors, both public and private (e.g. security, health, water, 
communications), have on energy, leads to the acknowledgement of the electricity sector as highly critical. It 
is only natural that nations should recognize electricity-related infrastructures (generation, transmission, 
distribution) as national critical infrastructures (CI) and invest in ensuring that an appropriate level of 
resilience is met, as well as that of the services they’re dependent on, often needing to articulate such efforts 
with private sector companies that are responsible for CI management and operation.  

The first part of this article will be devoted to clarifying definitions and concepts, exploring of the 
methodologies that have been used to enhance and assess resilience, while the second part will be dedicated 
to analyzing electricity sector-related case studies of the application of methodologies that support the 
achievement of resilience and its assessment, to set the basis for a framework to address this issue.  

2 Resilience theoretical foundations 

While it’s not this article’s main objective to deep dive into the different definitions of resilience, or to provide 
yet another one, it is important to address resilience’s characteristics and contexts, to develop a clearer 
understanding of the issues that arise when trying to establish a resilience development and assessment 
methodology. 

2.1 Definitions 

The definition of resilience is itself a challenge. A comprehensive concept, which, depending on the context, 
acquires its own particularities [3], has found application in mechanics, social sciences, engineering, national 
security, response to extreme events, or critical infrastructures, among other domains [1]. 
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The UN Office for Disaster Risk Reduction (UNISDR), defines resilience as the “The ability of a system, 
community or society exposed to hazards to resist, absorb, accommodate, adapt to, transform and recover 
from the effects of a hazard in a timely and efficient manner, including through the preservation and 
restoration of its essential basic structures and functions through risk management.” [4], focusing on the 
capacity to timely identify and manage risks that might result in significant impacts (even though their 
probability may be low), increasing the robustness of the system, community or society while ensuring its 
flexibility in responding to events characterized by uncertainty to a larger or smaller extent. 

EU’s 2020 Strategic Foresight Report [5] is dedicated to resilience, assuming it as “a new compass for EU 
policies with the COVID-19 crisis” and discussing the need to ensure appropriate resilience monitoring. Within 
this context, resilience is defined as the “ability not only to withstand and cope with challenges but also to 
undergo transitions in a sustainable, fair, and democratic manner”, setting the tone for a broader approach to 
resilience, intimately related to Europe’s capability to respond to and recover from “current and future crises”, 
ensuring alignment with the UN’ Sustainable Development Goals.  

In its Hybrid Threats – A comprehensive resilience ecosystem publication, the European Commision’s JRC and 
Hybrid CoE [1] refer to a generic definition of resilience such as "the ability of an entity to overcome 
adversity, with two main perspectives underpinning understanding of resilience: reactive and proactive", 
highlighting the evolution of the concept over time from an approach of "controlling shocks by resisting and 
returning to equilibrium" to an approach of "overcoming shocks by adapting and moving towards a new 
stable equilibrium close to the original one",  which in turn points to the need to ensure the critical and 
systematized review of the ecosystem of measures adopted, and to promote the evolution and creation of 
new paradigms of resilience building, based on the learning carried out in the face of the different challenges 
and events experienced. 

The concept of organizational resilience is addressed in detail in ISO 22316 [6], which establishes the 
principles and guidance that enable the development of a framework and strategy with an aim to develop, 
implement and evaluate organizational resilience. Defining organizational resilience as “the ability of an 
organization to absorb and adapt to a changing environment to enable the delivery of its objectives and to 
survive and prosper”, ISO 22316 [6] recognizes the importance of being able to identify and respond to 
threats and opportunities, as well as the role risk management plays in achieving resilience. It further 
highlights the necessity for a greater coordination between management disciplines (e.g. risk management, 
business continuity, supply chain management) to optimize efforts in achieving resilience, as well as a deeper 
understanding of stakeholders and interested parties, and existing dependencies, and how these impact 
organizational objectives.  

Resilience definitions also abound in relation to critical infrastructures (CI) and entities, with emphasis on EU’s 
Directive (EU) 2022/2557 on the resilience of critical entities [7], establishing resilience requirements the 
member states must enforce in managing their national critical infrastructures.  In this regard, resilience 
translates into “a critical entity’s ability to prevent, protect against, respond to, resist, mitigate, absorb, 
accommodate and recover from an incident”.  

In 2019, OECD [8] thoroughly addressed the resilience of critical infrastructures, with special attention being 
given to its governance. Defining resilience as the “capacity of critical infrastructure to absorb a disturbance, 
recover from disruptions and adapt to changing conditions, while still retaining essentially the same function 
as prior to the disruptive shock”, this report argues that when facing a shock event, resilience can translate 
into the ability to limit the extent of the damages and of associated service downtime/interruption. 
Additionally, it recalls the key qualities that critical infrastructures must combine to achieve resilience, 
including robustness, redundancy, resourcefulness, and adaptability. In its Annex 3.B. Definition of Critical 
Infrastructure in OECD countries, this report demonstrates the multiplicity of definitions that might be 
adopted for the concept of critical infrastructure, which poses a supplementary challenge for an unified 
definition of what resilience can mean in this context. 

The RESILIENS – Realising European ReSiliencE for CritIcaL INfraStructure Project [9] – responsible for the 
development of the European Resilience Management Guidelines focusing on critical infrastructures-, defines 
resilience as “… the ability of a system or systems to survive and thrive in the face of a complex, uncertain 
and ever-changing future.”, underlining its usefulness in (i) minimizing disruption, (ii) ensuring timely recover, 
and (iii) adapting to an everchanging context, thriving under new and uncertain circumstances. It further 
states that “within the context of CI, the resilience process offers a cyclical, proactive and holistic extension to 
risk management practices”. 
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2.2 Related methodologies 

It has been established that resilience – a multi-layered and wide-spanning concept-, can have various 
definitions, depending on the context and scope in perspective. Furthermore, it can describe a goal – 
achieving resilience- or a property – to be resilient.  

The achievement of resilience can be accomplished through different approaches, often combined, to 
strengthen the overall ability to “resist, absorb, accommodate, adapt to, transform and recover” [4] to and 
from impactful events. These approaches typically offer the means to identify (i) critical assets, services and 
processes, and their exposure to (ii) threats and risks, that can be managed through (iii) directed strategies 
and measures, that once implemented, should result in an adequate level of resilience to relevant scenarios 
(e.g. business continuity plans). 

Once resilience has been achieved, it’s crucial to be able to evaluate its prevalence and extent. Being able to 
measure or assess resilience is key in ensuring adequate levels are maintained over time [6], identifying the 
need for adjustment or revision of resilience measures in order to react, respond and recover from threats 
and events of different natures, emerging in complex and uncertain contexts.  

This chapter offers a brief overview of some methodologies that are commonly used to assist in attaining 
resilience, while simultaneously providing tools to ensure its structured assessment and improvement, 
focusing on risk management and business continuity as broad application methodologies that are prevalent 
in the electricity sector. 

2.2.1 Risk Management 

Risk management has long been considered a key practice in supporting the achievement and improvement 
of resilience, as clearly stated in UNISDR’s definition of resilience [4], for instance.  

By being able to timely detect threats and vulnerabilities, and offering a structured approach to evaluate 
exposure degree, likelihood, and potential consequences [10], the risk management process, Figure 48, allows 
for the anticipation of risk scenarios and mitigation of their impacts (including operational and financial 
impacts), in accordance with the organization’s risk appetite profile.  

Figure 48 - Risk management process 

 

Source: ISO 31000 

Risk treatment plans emerge as result of risk evaluation and often include measures and controls to limit 
negative consequences and decrease likelihood of such scenarios, by increasing robustness and resistance to 
external threats, and acting on internal vulnerabilities and flaws. The overall process will necessarily result in 
heightened resilience to the scenarios that were identified.  

Additionally, since risk management assumes recurrence, for instance on an yearly basis, new and emerging 
risk scenarios can be promptly signalled and monitored, and the need to revise treatment strategies, 
identified.  
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Allowing for both top-down and bottom-up approaches, when aiming for the strengthening of resilience, risk 
management would benefit from a hybrid approach, in order to capture the specifics of each critical asset, 
infrastructure or process, at an operational level, while providing an outlook on wider risk scenarios.  

2.2.2 Business Continuity Management 

Business Continuity is defined in ISO 22301 [11] as the “capability of an organization to continue the delivery 
of products and services within acceptable time frames at predefined capacity during a disruption”, 
concentrating on limiting the impact on critical services and processes and recovering these services, partially 
or completely, within an appropriate period.  

In turn, business continuity management (BCM), provides an approach that enables the identification of 
disruption scenarios that may challenge organizational and infrastructure resilience, characterizing its 
impacts, enabling the development and adoption of strategies and measures to increase its resilience.  

A critical part of the BCM process, Figure 49 [19], business impact analyses (BIA) aid organizations in 
identifying high-impact disruptive scenarios with a potential to significantly affect critical processes, services, 
and assets, with direct repercussions on the pursuit of business objectives.  

Figure 49 - Elements of business continuity management 

 

Source: ISO 22313 

BIA therefore allows organizations to signal potential situations in which the reinforcement of their response 
and recovery ability with regard to severe incidents that might condition their activity, resulting in an 
increment in organizational resilience. The definition of RTO10, RPO11, MBCO12 and MTPD13 as outputs of the 
BIA process, provides objective goals against which recovery capacity and resilience can be measured [12].  

In the same way as previously discussed regarding risk management, a BC risk assessment will complement 
and provide additional insight into threats and vulnerabilities which are being addressed in a sub-optimal 
way, and can be mitigated at an operational level to increase resilience when facing disruptions, by both 
decreasing exposure and improving response and recovery abilities (e.g. business continuity plans, 
contingency and disaster recovery plans).  

 

Following the risk assessment (and treatment plan definition), the selection and design of adequate response 
and recovery strategies is crucial to develop business continuity, contingency and disaster recovery plans 
which will enable the organization to manage the impacts of a disruption, ensuring that the necessary 
resources to respond and recover are previously identified, prepared and tested before-hand.  

                                                        

 

(10)  RTO - recovery time objective 
(11) RPO - recovery point objective 
(12) MBCO - minimum business continuity objective 
(13) MTPD - maximum tolerable period of disruption 
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Since returning to the same ‘normal’ situation that existed before the disruption is not always possible, or 
even appropriate, it’s desirable that organizations develop the ability to rebuild their infrastructure, processes 
and services in a more robust and fail-safe way, guaranteeing that the adequate redundancies are put in 
place, thus learning from the disruptive situation and improving to better respond in the future.  

In addition to the BIA, risk assessment and response/recovery planning, regular exercises that cover part or 
the whole of response and recovery strategies and resources, assist in evaluating operational and 
organizational resilience, enabling the identification of flaws and the need for improvement. Exercises in 
which other stakeholders – key suppliers, authorities, etc.-, are involved should be promoted, since they offer 
an integrated perspective on resilience associated with dependencies (e.g. intra and inter sectorial exercises), 
contributing to its increase. 

3 Resilience assessment approach  

“The increasing complexity and interdependence between critical infrastructures and the increasing 
dependence on the electric energy infrastructure makes the resilience of the energy network a fundamental 
priority in safeguarding the economic and social growth of modern societies” [13]. 

Considering the complexity and diversity of the different methodologies described previously, it’s this article’s 
aim to present the basis for a framework that can be adapted and applied to the electricity sector, keeping in 
mind that “resilience is a proactive and comprehensive approach that involves developing organizational 
capabilities, fostering a culture of adaptability and innovation, and possessing the agility to respond to both 
expected and unexpected events [14]. “ 

3.1 Electricity sector  

It is an irrefutable truth that “Electricity is at the heart of modern economies, and it is providing a rising share 
of energy services. Demand for electricity is set to increase further because of rising household incomes, with 
the electrification of transport and heat, and growing demand for digital connected devices and air 
conditioning.”as shown in Figure 50 [15].  

Figure 50 - Electricity demand by sector and scenario, 2018-2040 

 

Source: International Energy Agency (IEA), 2019 

The prospect of a substantial increase in electricity demand is gradually putting additional pressure on the 
electricity sector and inherently, in electricity companies, to invest and adapt their business, opting for a set 
of strategies, policies, methodologies, and organizational and operational measures that will allow them to 
continue to respond to the rapid-evolving demands of consumers (individuals and businesses), and society in 
general. 

On the other hand, most sectors (e.g. water, transport, communications, etc...) depend on the electricity sector. 
Figure 51 [16] illustrates the concept of dependence between the various sectors of essential services of 
society, when operating in normal "business as usual" circumstances. 
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Figure 51 - Examples of electric power infrastructure dependencies 

 

Source: IEEE Control Systems Magazine, 2001 

However, in situations of constraint to, or disruption of essential services, it’s crucial to strengthen the 
relations between infrastructures and their interdependencies, the monitoring of these facilities in through 
risk management, and the identification of alternatives or contingency plans to be developed, in order to 
reduce and mitigate possible disasters. 

Because of these interdependencies, any disruption to essential services, even if initially confined to one 
entity or sector, can have wider repercussions and result in widespread and long-term negative impacts on 
the delivery of services throughout the internal market. Serious crises have revealed the vulnerability and 
exposure of increasingly interdependent societies and sectors to risks with low probability of occurrence but 
with high impact [17]. 

Pursuing the path of organizational resilience is a strategy that many organizations are adopting since more 
resilient organizations can better anticipate and respond to threats and opportunities, arising from sudden or 
gradual changes in their internal and external contexts [18]. 

3.2 Implementation perspectives  

Bearing in mind what was previously mentioned about the electricity sector, the dependencies and 
interdependencies between the various sectors, the fact it is delivering an essential service for society, and in 
addition, the particularity of the classification as critical entities [7], result in an even more complex decision 
regarding which path to follow in implementing resilience. 

In the next chapters, possible approaches to this subject and different cases studies will be presented; these 
were selected regardless of the size and location of the organization, and consider mostly, but not only, the 
electricity sector, offering different resilience assessment perspectives (e.g. business continuity and recovery, 
critical infrastructure, crisis management, organizational resilience, supply chain, IT/OT14).  

The case studies presented below are examples of the implementation of processes, methodologies, good 
practices, and legal obligations that can be used as steps/phases for a way to achieve resilience. It’s not the 
intention of this article to present a single solution that will serve all contexts, but to indicate possible paths, 
or sections of thereof, alternatives and approaches that can help achieve the desired level of resilience. 

Each case presents a different scope and point of view, highlighting some characteristics of resilience 
assessment tools (although in some cases, theoretical), to help understand the benefits of the selected 
approach. 

3.2.1 Business Continuity and Recovery 

As defined in ISO22313 [19] “business continuity is the capability of the organization to continue delivery of 
products or services at acceptable predefined capacities following a disruption”. Implementing a business 
continuity management process “increases the organization’s level of preparedness to continue to operate 

                                                        

 

(14) IT/OT – Information Technology / Operational Technology  
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during disruptions”, as shown in Figure 52. “It also results in improved understanding of the organization’s 
internal and external relationships, better communication with interested parties and the creation of a 
continual improvement environment.” 

Figure 52 - Illustration of business continuity being effective for gradual disruption 

 

Source: ISO 22313 

To strengthen its resilience, the EDP Group15 established, in an internal document, its framework for Business 
Continuity Management (BCM), Figure 53, also specifying the methodological approach to be observed, in 
alignment with the ISO 22301 [11], strengthening its ability to detect and appropriately respond to risks with 
potential impact on its activity. 

The EDP Group defined a BCM network that promotes and facilitates cooperation between its Business Units, 
ensuring the existence of a common and combined effort to achieve the overall resilience necessary to face 
any disruptive incident. 

Figure 53 - EDP Group BCMS framework 

 

Source: EDP Group’s Crisis Management and Business Continuity Model  

Another example of this approach is the effective activation of the Business Continuity Plan of the Electricity 
Distribution System Operator in Portugal, (part of the EDP Group, E-REDES, formerly EDP Distribuição). When 
facing an extreme event, business continuity management was referred to as a key contribution to a 

                                                        

 

(15) EDP Group, is a Portuguese a multinational, vertically integrated utility company, present in 29 markets around the world, and over 
13.000 employees. With more than 40 years of history, provide electricity and gas to more than 9 million customers.  
Its activities cover the electricity value chain and the gas supply activity. EDP is one of the largest wind energy generation 
companies in the world and 87% of the energy produced was from renewable resources. Source: edp group | edp.com 

https://www.edp.com/en
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successful performance [3]. As mentioned in [20] the company’s level of preparation will determine how well 
it will perform under extreme conditions. 

Key takeaway: In summary the implementation of a BCM, as part of a continuous improvement cycle allows 

organizational readiness when dealing with disruptive events, through the development of an evolutionary 
exercise program [21] combined with awareness and training sessions. However, only through cooperation 
with relevant internal and external stakeholders will it be possible to adequately increase resilience.  

3.2.2 Critical Infrastructures in the energy sector 

According to the definition of the European Union, Council Directive 2008/114/EC [17], Critical Infrastructure 
(CI) is “an asset, system or part thereof located in Member States which is essential for the maintenance of 
vital societal functions, health, safety, security, economic or social wellbeing of people, and the disruption or 
destruction of which would have a significant impact in a Member State as a result of the failure to maintain 
those functions”. 

This Directive focuses exclusively on the protection of such infrastructures and provides a procedure for the 
identification of European critical infrastructures in the energy and transport sectors, taking into account that 
possible disruptions or the destruction of associated assets would most translate into a significant cross-
border impact in at least two Member States.  

However, an assessment carried out in 2019 concluded that protective measures relating to individual assets 
alone are insufficient to prevent disruptions from taking place and, that would be necessary to shift the 
approach towards ensuring and strengthening the resilience of critical entities. 

Thus, a new European directive was recently approved, Directive (EU) 2022/2557 of the European Parliament 
and Council of December 14, 2022, on the resilience of critical entities (repealing Directive 2008/114/EC with 
effect from October 18, 2024). 

This normative document aims to address, in an in-depth and comprehensive manner, the resilience of those 
which are critical entities in respect to all hazards, whether they are natural or man-made, accidental, or 
intentional. [7]. Thus, resilience thinking acknowledges that there are events that cannot be planned for and 
encourages adaptability and flexibility when faced with unexpected events [3]. 

Therefore, it’s necessary to (i) identify harmonized minimum rules to ensure the provision of essential 
services in the internal market, (ii) enhance the resilience of critical entities, and (iii) improve cross-border 
cooperation between competent authorities [7]. 

However, since 2008, much progress has been made when it comes to strategy implementation and 
institutional programs to address resilience, as offered in the Annex 3.A. Critical infrastructure strategy or 
programme and lead institution in charge [8]. 

Several examples of critical infrastructure disruptions (not exclusively from the electricity sector), contributed 
to the analysis and discussion about the shift in mentality about resilience in Annex 1.A. Lessons learned 
from past critical infrastructure failures [8]: 

● The 2011 Great East Japan Earthquake and the subsequent tsunami significantly affected the 
energy sector in Japan. The nuclear meltdown of the Fukushima Daiichi Nuclear Power Plant and the 
following shutdown of the nuclear power plants throughout the country, led to a 50 % reduction in 
electricity production, causing substantial energy supply disruptions across the country 

● The closure of European air spaces following the Eyjafjallajökull volcanic eruption in Iceland in 2010 
led to more than 100 000 flight cancellations and rerouting around the world. As a result, many 
companies that depend on air cargo to deliver products and key components were unable to supply 
markets and production systems throughout Europe and beyond 

● The Northeast United States and Canadian Power Outage in 2003 was caused by trees falling on a 
high-voltage power line in northern Ohio triggering cascading failures in south-eastern Canada and 
eight states in the Northeast United States impacting 50 million people in both the United States 
and in Canada at an estimated cost of USD 6 billion. 

Furthermore, it is important to mention the role assumed by EDP Group in promoting the adoption of good 
practices in the management of critical infrastructures in the sector, through the dissemination of such 
practices, but also through collaboration with external entities (with special focus in the interaction with the 
Portuguese TSO), participating in exercises and workshops relevant to the topic [20]. In addition to the 
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examples given above, in the report [23] can be found 15 good practices examples that promote the work 
that different companies and countries are carrying out and have already implemented. 

Key takeaway: In summary, we have evolved, at European level, from infrastructure protective measures 

relating to individual assets alone, to a deeper understanding and global resilience of critical entities. It’s 
expected that this article might act as a catalyst for critical entities, and in particular the electricity sector, to 
continue to strengthen their capacity to provide services in challenging scenarios, further developing their 
resilience. 

3.2.3 Supply chain 

“In today’s dynamic and interconnected operating environment, organizations face challenges that can 
disrupt their operations and threaten their survival. Whether it is a natural disaster, a cyberattack, supply 
chain disruptions, or another unforeseen event, the ability to navigate through such disruptions and maintain 
essential functions is crucial” [13].  

Supply chain is defined by ISO22318 [24] as a “network of organizations that are involved, through upstream 
and downstream linkages, in the processes and activities that produce value in the form of products and 
services in the hands of the ultimate consumer.” In this sense, the concept of resilience, particularly in supply 
chains, acquires relevance, as it is seen as the ability of organizations to cope with adversity, adapt and 
continuously accelerate as disruptions and crises arise over time.  

“For an organisation like EDP Group, present in multiple markets and business areas, supply chains hide 
interdependencies, potentially leading to crises, where hidden interruptions may arise, unexpectedly impacting 
the company's business plan” [22]. There are four ESG risk segments (Electrical/Industrial technology, 
Technical Services and Construction, Corporate Services and IT, Fuels) in the supply chain that correspond to 
the purchasing categories of the value chain, as show in Figure 54. 

Figure 54 - EDP’s core supply chain 

 

Source: EDP Annual Integrated Report, 2022 

EDP Group has defined several Management tools to follow this subject (e.g Sustainable Purchasing Policy, 
Supplier's Code of Conduct, Sustainability in Purchasing Protocol (i. Due Diligence, ii. Risk analysis, iii. 
Assessments, audits, and annual appraisal, iv. Contractual clauses), Human and Employment Rights Policy, 
Climate and Environment Policy, Prevention and Safety Policy, Code of Ethics for contractors, Integrity Policy, 
Ethics and Speak Up Channels, Sustainable Purchasing Committee, Objectives and KPI policy). 

As mentioned in the BCI report [25] “COVID-19 did indeed provide a shock lesson in supply chain resilience 
good practice. Management commitment to supply chain management is at an all-time high, while 
centralised reporting of supply chain disruptions and investment into specialist technology tools have also 
soared. However, work still needs to be done. Many organizations are still failing to make basic checks on the 
business continuity and resilience plans of their most critical suppliers, and reporting data on disruptions is 
frequently held in Excel spreadsheets and not shared throughout the organization.” 

Key takeaway: In summary, the dependency on suppliers to deliver critical products or services, is a known 
and assumed risk, shared by all organizations. Nevertheless, there is room for improvement in the 
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identification, assessment, follow-up and monitoring of critical suppliers, recognizing that the potential 
impact of the disruption of their activities will significantly impact the activities of the organization. 

3.2.4 Organizational resilience 

As mentioned in 2. 2 Resilience theoretical foundations, organizational resilience is the ability of an 
organization to absorb and adapt in a changing environment, but also the result of the interaction of 
attributes and activities, and contributions made from other technical and scientific areas of expertise [18]. 

As argued throughout this article, there isn’t a single approach to achieving resilience, and ISO 22316 [18]  
reflects this perspective by stating that existing established management disciplines contribute towards 
resilience but are, on their own, insufficient to safeguard an organization’s resilience. It’s then suggested that, 
the design, development and coordination of management disciplines, and their alignment with the 
organization’s strategic objectives are fundamental to enhancing organizational resilience.  

Table 1 summarizes some examples of relevant management disciplines referred in this standard, whose 
coordination would support and facilitate the achievement of resilience. However, in addition to these 
examples, disciplines such as sustainability and compliance management, can also be considered, given their 
relevance. 

Table 1- Relevant management disciplines 

asset management emergency management 
health and safety 
management 

quality management 

business continuity 
management 

environmental 
management 

human resources 
management 

risk management 

crisis management facilities management 
information security 
management 

supply chain 
management 

cyber security 
management 

financial control 
information, 
communications, and 
technology 

strategic planning 

communications 
management 

governance 
physical security 
management 

sustainability (1) 
compliance (1) 

(1) Disciplines not included in ISO22316 
Source: ISO 22316 

As an example of articulation between different disciplines (e.g health and safety, crisis management, 
communications management, human resources, business continuity, etc), was the EDP Group [26] concerted 
response to pandemic crisis. Since January 2020, an effective monitoring of the evolution of the pandemic 
situation began, with several dedicated monitoring groups being created, ensuring the participation of 
representatives from relevant areas to the topic. 

“The management of the COVID-19 pandemic in the EDP Group is a paradigmatic case of the relevance of 
good communication in crisis, guiding the EDP Group by the best communication practices, which enabled the 
increase of proximity to its Customers, Employees and Service Providers in this very challenging period. The 
commitment to clear, targeted, internal and external communication, through the right channels and at the 
right times, has been decisive for the success of the management of the pandemic crisis and the 
implementation of responses to it. [26] " 

Key takeaway: In summary, organizational resilience is a strategic goal that can be established as part of a 
set of good practices. Although the framework presents the subject as a more global approach, there should 
be an effective gradual alignment between the multiple management disciplines so that it results in 
strengthened resilience.  

4 Discussion and Main Challenges  

The broad applicability of the concept of resilience, proven by the case studies presented, represents in itself 
a challenge in establishing a transversal and aggregating approach to its achievement. Different contexts and 
perspectives will necessarily condition the selection of methodologies to better support the development of 
resilience and its maintenance over time, as well as to ensure its assessment.  

When designing an assessment approach, it’s important to note the nature and scope of the assessment. An 
initial assessment should concentrate on identifying existing measures, vulnerabilities and threats which are 
not yet being addressed, as well as pinpointing relevant risks. Subsequent assessments should provide 
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gradually deeper analyses, evolving in its scope, to encompass firstly physical infrastructures, then services, 
and finally the entity as whole, also considering its relations with relevant stakeholders.   

Approaches to develop, enhance, and assess resilience will also vary according to the entity’s maturity in 
operating and managing its critical infrastructures.  

Entities with lower maturity will most likely find it more manageable to start by establishing practices to 
evaluate risks and impacts at an operational level, which would enable them to build resilience at a facility 
level, to begin with. Emergency and contingency management would be prevalent when facing disruptive 
events, in an effort to ensure minimal services.  

As maturity increases, and operational risks are managed at facility level – since they’ve been subjected to 
risk treatment and are being consistently monitored-, a service perspective becomes more easily achievable, 
allowing for the analysis and addressing of risks associated with integration between facilities, other assets 
and organizational functions, as well as with dependencies, both internal and external. At this point, the 
conditions are met to promote intra-sector collaboration as a standard in managing critical infrastructures, 
and some inter-sector alignment should be accomplished. Business continuity should now be fully developed, 
in accordance with best practices, and the ability to respond to and recover from disruptions, containing 
impacts and resuming service to an acceptable degree in a pre-established time frame, is ensured.  

A strategic management of critical infrastructures and services would then surface, with a somewhat 
developed ability to coordinate management disciplines in order to better take advantage of their integration 
in guaranteeing not only infrastructure and service resilience, but also resilience at an organizational level, 
tackling strategic and business risks. This will enable better inter-sector cooperation and integration, as well 
as an improved management of external dependencies, strengthening an entity’s overall resilience. Business 
continuity is now ensured in all relevant aspects of the entity (critical and priority activities, as well as 
relevant support functions), including stress tests, as part of an broader exercise program, to evaluate and 
improve dependency management; crisis management is established, flexible and adaptative to respond to a 
wide range of scenarios, with appropriate escalation procedures.  

Optimization would be the next step, with greater advantages from synergies being accomplished, and 
resilience considered in every part of critical infrastructure and services’ lifecycle.  

Other relevant challenges may include the development of a resilience culture to support the dissemination 
of resilience-relevant practices and policies, management commitment to resilience, adequate funding to 
ensure effective resilience methodology adoption and implementation, the emergence of new and more 
sophisticated threats, particularly when it comes to IT/OT, as well as geopolitical and economic instability. 

5 Conclusions 

Resilience has recently claimed a place in the limelight. Not that it hadn’t already been one of the main 
concerns and objectives of both nations and organizations, for decades, but the challenges the world has 
been facing in recent years - with a special mention to climate-related events and natural disasters, the 
COVID-19 pandemic or the Russia-Ukraine conflict-, motivated by growingly powerful and far-reaching threat 
agents, resulted in an increased interest in the subject.  

While there is not an unique definition of resilience, there is consensus in considering it key when it comes to 
critical infrastructures and entities, and associated essential services. The methods and approaches to 
achieve and enhance resilience are also varied, even though some organizational disciplines, such as risk 
management and business continuity are more times than not, referenced as essential. 

There are different approaches that organizations can adopt to building and maintain resilience of critical 
infrastructures. It’s often a combination of methodologies that can provide a robust framework that will 
cover the most significant aspects related to resilience.  

Factors such as sector, context and maturity need to be taken into account when selecting methodologies to 
support resilience, as well as assess it. A purely segmented approach is often characteristic of entities still 
taking the first steps towards resilience, while progressively integrated and all-inclusive approaches typically 
translate a higher maturity. A gradual but steady evolution from a siloed perspective towards a holistic view 
of critical infrastructure and entities resilience, should be incentivized as the organization improves its 
resilience governance and articulation with its stakeholders. 

Further research on this area should consider the definition of mechanisms to measure resilience, enabling 
the monitoring of metrics and indicators, and explore the definition of a maturity evaluation approach, as 
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outlined in this article, as complementary to the risk management - business continuity management 
framework, and provide a strategic roadmap to resilience enhancement.  
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2.18 Modelling of power disruption scenarios by PyPSA in the Baltic region 

Isabel Asensio, Hrvoje Foretić, Vytis Kopustinskas, European Commission Joint Research Centre (JRC), Ispra, 
Italy 

 



 

202 



 

203 



 

204 

 

 

 

 

 

  



 

205 

 

 

 

 

 

 

 

 

 

 

  



 

206 

 

 

 

 

 

 

 

 

 

 

  



 

207 

 

 

 

 

 

 

 

 

 

 

References 

1 ENTSO-E Transparency Platform https://transparency.entsoe.eu/  
2 European Resource Adequacy Assessment (ERAA). 2022. https://www.entsoe.eu/outlooks/eraa/  
3 Hoersch J., Hofmann F., Schlachtberger D., Brown T. 2018. PyPSA-Eur: An open optimisation model of 
the European transmission system. Energy Strategy Reviews, 22, 207-215.  
4 Vasylius V., Jonaitis A., Gudžius S., Kopustinskas V. 2021. Multi-period optimal power flow for 
identification of critical elements in a country scale high voltage power grid, Reliability Engineering & System 
Safety, 216, 107959.  

https://transparency.entsoe.eu/
https://www.entsoe.eu/outlooks/eraa/


 

208 

 

2.19 The Impact of Small Hydro Power Plants on the Adequacy of a Power 
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Abstract 

As the share of renewable energy sources in the power generation mix continues to rise, the necessity for 
dispatchable and sustainable renewable energy sources becomes crucial to maintain energy balance and 
ensure power system adequacy. With numerous countries, including Lithuania, aiming to achieve a 100% net 
share of renewable energy generation, an in-depth investigation is conducted to assess the adequacy of 
Lithuania's power system. This investigation emphasises small hydro power plants due to their dispatchable 
nature. The analysis is carried out at a national level, focusing on individual power systems without 
considering interconnections, and employs an open-source climate database provided by ENTSO-E. The 
adequacy model is formulated as a convex optimization problem, with the objective of minimizing energy not 
served. To enhance computational efficiency, clustering analysis is employed to identify the most 
representative climate years for the modelling process. In addition, separate day-ahead convex optimization 
models are integrated into the mathematical adequacy model to accurately simulate hourly generation for 
hydro pump storage and hydro run-of-river power plants. These separate models address the unique 
characteristics of these hydro power generation facilities. The findings of the analysis reveal that while the 
net generation of renewable energy sources may exceed 100%, the current storage capacities in island 
operation scenarios are inadequate in addressing power system adequacy concerns. Furthermore, the 
comparison between dispatchable and non-dispatchable hydro power plants generation strategies indicates 
that employing simple day-ahead optimization can lead to a reduction in energy not served by 0.001% per 
installed MW of small hydro power plant capacity. Lastly, the analysis demonstrates the point at which 
onshore wind and solar PV generation have a diminished impact on power system adequacy compared to 
small hydro power plants generation. 

1 Introduction 

Based on the findings from the IRENA World Energy Transitions Outlook 2023, it is evident that the global 
transition toward sustainable energy sources is currently falling short of expectations. To adhere to the 
critical 1.5-degree Celsius global temperature limit by the end of this century, a substantial and immediate 
reduction in global carbon emissions is imperative. This pressing need for change has accelerated the 
deployment of renewable energy sources (RES), which have significantly contributed to the composition of 
the final electricity supply mix over the past decade. Projections indicate that RES will continue to reshape the 
global energy supply landscape, reducing the reliance on fossil fuels, with a predicted increase from 28% to 
91% of gross electricity production from renewables by 2050 (in the 1.5-degree scenario).[1]. 

While the electrification of the energy generation sector has yielded positive results in terms of emission 
reductions, the expansion of electrification into other industrial sectors has led to a substantial increase in 
energy demand. This surge in demand is expected to triple electricity generation between 2020 and 2050, 
necessitating a corresponding expansion in RES deployment. Accommodating these changes in generation 
dynamics, including decentralized generation, energy curtailment, and energy trading, becomes 
imperative.[2][3]  

Energy production from wind and solar sources offers a sustainable alternative to fossil fuel-dominated 
generation, which has historically prevailed for centuries. However, the integration of these RES into the grid 
presents certain challenges. The primary challenge lies in the intermittent availability of energy production, 
often misaligned with energy demand. The high penetration of highly variable generation introduces grid 
vulnerabilities, elevating the risk of outages and grid instability. Ensuring grid stability requires both reliable 
energy production and energy sources capable of rapid adjustment in response to fluctuations in energy 
production. With the increasing production of RES, the demand for flexible generation has grown, with energy 
storage emerging as a widely adopted solution, encompassing batteries and hydro power plants.[4][5]  

Following the closure of the Ignalina nuclear atomic power plant in 2007, which previously accounted for a 
significant portion of final energy consumption in the Baltic region (specific numbers pending verification), 
Lithuania became heavily reliant on Russian gas to maintain stable energy production. Over the past decade, 
Lithuania has embarked on a remarkable energy transition, transitioning from fossil fuel-powered power 
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plants to RES such as solar and wind.[6] As of 2023, Lithuania boasts close to 2 GW of installed RES capacity, 
with plans to more than triple this figure by 2030, reaching 7 GW of total installed capacity of RES. This 
transformative shift is epitomized by the ambitious 1400 MW Offshore Wind project, set to become the 
Baltic region's inaugural offshore wind farm.[7]. 

In 2012, aligned with the European Union and United Nations' commitment to the Paris Agreement and the 
evolving energy landscape, Lithuania set an ambitious target: achieving 100% of its electricity consumption 
and 80% of final energy consumption sourced from RES. This aligns with the EU Green Deal's overarching 
objectives of attaining climate neutrality by 2050.  

The National Energy Independence Strategy [8] emphasizes the urgency of completing synchronization with 
the continental European electricity network by 2025. This strategic imperative is motivated by the goals of 
meeting electricity demand through sustainable energy sources and achieving energy independence, a 
particularly critical consideration given recent geopolitical developments. Energy self-sufficiency and grid 
stability have always been instrumental in upholding grid reliability. The synchronization with continental 
Europe, coupled with the expanding penetration of RES, has underscored the need for reliable must-run units 
[9] and enhanced flexibility.  

As previously noted, the transition to RES highlights the pivotal role of fast-response power generation units 
in ensuring system reliability. Small hybrid power plants have long served as reliable distributed energy 
sources for many smaller towns and villages worldwide. Lithuania is no exception, with small hydroelectric 
power plants (HPPs) playing a significant role. In contrast to large-scale power plants, small HPPs do not 
require extensive dam infrastructure or large water reservoirs. Like their larger counterparts, small HPPs can 
be planned to be despatched and respond rapidly as needed, offering valuable grid support and 
flexibility.[10][11]  

The aim of this paper is to illustrate the impact of small HPPs on the generation adequacy of Lithuania power 
system. This is particularly significant because the main traditional base generation units in Lithuania were 
decommissioned in 2007, leading to a heavy reliance on energy imports. The structure of the paper is divided 
in 4 main parts: problem statement, methodology, results, and conclusions. Case study and data used is 
described in problem statement part, whereas data analysis, adequacy model and sensitivity analysis flow 
chart are stated in the methodology part. Finally, results and conclusions are provided.  

Comprehensive overview of the problem, methodology and outcomes of this research potentially can benefit 
future assessments of generation adequacy of any power system. The findings may play a crucial role in 
determining whether it is more advisable to decommission or reinvest in aging small HPPs. 

2 Problem Statement 

Since Ignalina Nuclear PP was shut down, the entire Baltic (Lithuania, Latvia, and Estonia) power system has 
increasingly relied on imports. Figure 1 demonstrates that during last 8 years there has been little substantial 
change in this trend and Lithuania is in local generation deficit by importing around 60 % of its energy needs 
from abroad. Additionally, the Lithuanian Hydro Association reports that nearly half of the currently installed 
small HPPs were constructed prior to the 2000s. As these aging small HPPs approach the need for 
refurbishments, including upgrades to their electrical and structural components, questions arise about 
whether to decommission them or invest in their renewal.  

Figure 1. Total generation mix and imports in Lithuania (a) and Baltics (b) in 2015-2022.  

  

Source: ENTSO-E, 2023.  
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HPPs contribute a relatively small share to the overall generation mix, however, they possess distinct 
characteristics compared to solar photovoltaics (SPV), onshore wind (OW), and offshore wind (OWO). Figure 2 
illustrates the availability of primary energy sources for HPPs and SPV during different seasons from 2019 to 
2022. During the summer season (Figure 1a), HPPs face challenges related to water inflow, while SPV 
generation predominates (Figure 1b), and vice versa. As a result, small HPPs have the potential to address the 
issue of low SPV generation during winter and transitional seasons.  

Figure 2. 24-hour moving average of hourly generation of small HPPs (a) and SPV (b) in 2019-2022.  

  

Source: Lithuanian Hydropower Association (a) and ENTSO-E (b), 2022.  

According to the National Energy Independence Strategy [8], Lithuania plans to install a total capacity of 2 
GW of solar PV, 3.6 GW of onshore wind, 1.4 GW of offshore wind, and 126 MW of hydro run-of-the-river 
(ROR) by 2030. As indicated in Table1, when considering various RES capacity factors used for Lithuania by 
ENTSO-E in European Resource Adequacy Assessment (ERAA), this would potentially account for a 145.45% 
net share of Lithuania's end consumption, equivalent to 15 TWh. However, it is essential to highlight in this 
paper that achieving a renewable energy share of 100% or higher in the energy mix does not inherently 
guarantee power system adequacy. As previously discussed, different types of RES exhibit diverse seasonal 
patterns, and periods characterized by low wind and solar PV generation can occur. Addressing these 
challenges requires the integration of storage, base generation, or dispatchable generation sources.  

The power system of Lithuania is quite unique due to its large energy storage setup, originally designed as a 
backup for Ignalina Nuclear PP. Kruonis Hydro Pump Storage (HPS) plant has a substantial capacity of 900 
MW and can store 10.8 GWh of energy, equivalent to 12 hours of generator/pump mode at maximum 
capacity. While Kruonis HPS is vital for Lithuania's shift to green energy, we investigate whether it is 
sufficient to cover periods when wind and solar PV generation are low in 2030 by optimizing its 
charging/discharging patterns in power system adequacy model described in the methodology part.  

Table 1. RES installed capacity and its net share in end consumption in Lithuania in 2030.  

Energy Source  
Installed Capacity, 

MW  

Capacity 

Factor  
Net Share (%)  

Solar PV  2000  0.114  13.4  

Wind onshore  3600  0.423  89.2  

Wind offshore  1400  0.481  39.4  

Hydro (ROR)  126  0.467  3.45  

Source: National Energy Independence Strategy [8], 2018.  

For a comprehensive modelling of various RES, this research leverages a large climate dataset made 
available through ENTSO-E ERAA 2022 [12]. This dataset covers a span of N=35 years, ranging from 1982 to 
2016, and includes hourly data (Δt=1) for onshore wind, offshore wind, solar PV generation, and electricity 
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load. Additionally, it provides daily (Δt=24) records of water inflows in ROR HPPs. Importantly, this dataset 
takes into consideration the capacity factors (CF) of future technologies in Lithuania projected for the 
analysed year 2030.   

Data analysis step is used as an initial and crucial step not only to understand the climatic patterns of 
Lithuania, but also to perform detailed research as efficiently as possible. Different clustering techniques, 
such as k-means, k-medoids and hierarchical (agglomerative and divisive) were employed prior to adequacy 
modelling. However, in the methodology, we focus on the selected clustering technique utilized for modelling 
purposes.   

Two distinct adequacy models are developed to assess the significance of the small HPPs’ dispatch 
capabilities. In one model, the generation from small HPPs is uniformly distributed across different hours of 
the day. In the second model, the total daily water energy inflow is optimized and dispatched on an hourly 
basis using convex optimization techniques. Subsequently, both adequacy models are used to calculate the 
energy not served (ENS) and a parameter denoted as 𝛾. This parameter represents the 
reduction in ENS per installed RES megawatt (MW). The purpose of deriving parameter 𝛾 is to enable an 
objective comparison of the impact of various RES sources on power system adequacy. Emphasis is placed on 
identifying the threshold at which small dispatchable and nondispatchable HPPs have an equivalent impact 
on power system adequacy as solar PV and onshore wind. Further elaboration on the methodology is 
provided in subsequent sections, offering a more detailed explanation.  

3 Methodology  

The methodology consists of 3 main parts: different climate year analysis using hierarchical clustering 
technique, power system adequacy assessment as convex optimization problem statement, and the analysis 
of the impact of small HPPs on reducing ENS in comparison with other RES as the total installed capacity of 
each solar PV and onshore wind increases.  

3.1 Clustering Analysis  

Given that the climate years dataset spans across N=35 years, encompassing hourly data (Δt=1) for onshore 
wind, offshore wind, solar PV generation, and electricity load, along with daily data (Δt=24) for water inflows 
in ROR HPPs, the average climate year 𝒎 is computed as a vector comprising 5 average values, each 
representing one of the climatic variable: 

 

Then, the deviation matrix 𝝏 of size equal to 35x5 is calculated and it consists of climate year deviations 
vectors 𝝏*, which represent to the difference between each climatic variable in climate year n and its 
corresponding value in the average climate year 𝒎.  
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Deviation matrix 𝝏 can be graphically represented as in Fig. 3, where each column represents climate year 
deviations vectors 𝝏*.   

Figure 3. Deviations from average climate year of all climate years.  

 
Source: ENTSO-E, 2022.  

We start our cluster analysis by constructing an initial distance matrix that captures the dissimilarity between 
different climate years. This matrix is based on the Euclidean distance between climate year pairs, calculated 
using the following formula (Eq. 3):  

 

Then we continue clustering analysis by adopting Ward’s Method as the linkage function to determine which 
climate years or their clusters to merge into a single cluster. This method operates by minimizing the Error 
Sum of Squares, denoted as 𝐸𝑆𝑆(𝑋) in Eq. 4. 𝐸𝑆𝑆(𝑋) represents the cumulative squared differences within 
the clusters and is designed to ensure that the growth in 𝐸𝑆𝑆(𝑋) is minimized at each merging stage in the 
agglomerative clustering. The distances between clusters are then computed according to Eq. 5  

 

This cluster merging process is repeated until the hierarchical tree-like structure, known as a dendrogram, is 
formed. Fig. 3 represents the climate years clustering analysis results. The tree is cut at distance equal to 20 
so that climate years are grouped into 8 clusters (typical years).   
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Figure 4. Climate year clustering dendrogram.  

  
Table 1 shows which climate year is selected to represent each cluster and it also indicates that each cluster 
has different number of climate years. The number of climate years in cluster determines its weight. The 
weights are further used in power adequacy model when calculating weighted average of energy not served 
(ENS) of 8 representative climate years instead of calculating the average of all N=35 climate years.  

Table 1. Clustering results and weights of each representative climate year.  

Cluster No.  
Representative climate 

year  

Number of climate years 

(Weight)  

1  1991  4  

2  1992  7  

3  1994  1  

4  1995  4  

5  1999  5  

6  2003  4  

7  2008  5  

8  2010  5  

  

Based on the outcomes of the clustering analysis, an improved version of Figure 3 (depicted as Figure 5) is 
generated. This updated figure showcases eight climate years that serve as representatives. Among these 
climate years, 2010 (weighted at 5) is characterized by higher load and reduced wind onshore and wind 
offshore generation. In contrast, 2008 (also weighted at 5) is associated with lower load and higher 
generation onshore wind, offshore wind, and hydro. The remaining climate years fall into transitional 
categories, exhibiting intermediate characteristics.  
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Figure 5. Deviations from average climate year of representative climate years.  

  
3.2 Power System Adequacy Model  

The power system adequacy analysis is performed following the process depicted in the flowchart presented 
in Figure 6. This flowchart illustrates the utilization of representative climate years and their corresponding 
weights in the final ENS calculation. Each climate year is subdivided into 365 days, thereby each day consists 
of 24 hourly data points for onshore wind, offshore wind, solar PV generation, and electricity load, as well as 
a single value for total daily water inflows in ROR HPPs. Central to this analysis is the power system 
adequacy model, which seeks to minimize ENS. Notably, the problem includes hourly energy storage 
optimization, which is expressed as a convex problem following the approach outlined by [13]. Furthermore, it 
is essential to underscore that the proposed power system adequacy model remains versatile and can be 
applied under various assumptions that align with, but are not limited to, the conditions delineated in 
Equations 6-7.  

Figure 6. Power system adequacy analysis flow chart.  

  

Although charging and discharging efficiencies and prices conditions can be relaxed, it is practical to 
expressed it as in Equations 6-7, where 𝜙 – curtailment penelization constant:  

The power system adequacy model can be mathematically expressed as a linear (convex) problem, focusing 
on the minimization of ENS and operation costs over a 24-hour horizon (Equation 8). Given that the 
Lithuanian power system under examination comprises solely RES and energy storage, the objective function 
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can be simplified to minimize the costs associated with energy storage charging, discharging, generation 
curtailment, and ENS without individual pricing considerations for each RES component, as shown in Equation 
8a. The prioritization of RES generation over energy storage and ENS is achieved through the power balance 
equation (Equation 8b). Further constraints are established to govern the minimum and maximum state of 
charge (SOC) of energy storage (Equations 8c-8d), as well as the minimum and maximum power limits of 
hydro power plants, energy storage charging and discharging, ENS, and curtailment (Equations 8e-8n).  

Lastly, Equations 8o and 8p are used interchangeably when analysing the impact of small dispatchable and 
nondispatchable HPPs on Lithuanian power system adequacy. Equation 8o is used in case of small 
dispatchable HPPs as it introduces a constraint concerning a total daily water energy inflow in hydro power 
plants while Equation 8p. distributes total daily water energy inflows among all hours in a day equally.  

 

3.3 Analysis of Impact of Small HPPs on Power System Adequacy  

As Lithuania strives to achieve its ambitious renewable energy goals by installing new solar PV, wind onshore 
and wind offshore capacities, the role of other RES with limited expansion potential, such as small HPPs, 
comes into question. The key point of this research is to determine the threshold at which small dispatchable 
and nondispatchable HPPs exert an equivalent influence on power system adequacy as solar PV and onshore 
wind. Despite the relatively low net share of small HPPs in the total generation mix, it is essential to assess 
their effectiveness in ensuring power system adequacy.  

To perform such analysis, the adequacy models described in section 3.2 are used to calculate ENS and the 𝛾 
parameter, as expressed in Equation 9. This parameter represents the reduction in ENS per installed solar PV 
and wind onshore megawatt (MW) and is expressed as a fraction in average climate year total load (15 TWh). 
As illustrated in the flow chart in figure 7, ∆𝐸𝑁𝑆 and 𝛾 parameters are calculated across different levels of 



 

216 

solar PV and onshore wind penetration (up to installed capacity 𝐶=4000 MW), facilitating the creation of a 
heatmap depicting the 𝛾 parameter’s behaviour under different scenarios.  

 

Figure 7. Analysis of impact of small HPPs on power system adequacy flow chart.  

 

4 Results  

As illustrated in Figure 8, it becomes evident that the power system adequacy model functions according to 
its design: it accurately represents the behaviour of solar PV, onshore wind, and offshore wind, allowing them 
to operate according to its weather conditions. It then activates HPPs and HPS only when necessary. 
Furthermore, in cases of surplus RES generation, the HPS is charged, aligning with expectations. The depicted 
sample week in Figure 8 serves as a potential realization of Lithuania's local generation mix in 2030, a year 
when the net share of RES in end consumption is projected to reach 145.45%. An analysis of the extended 
periods of ENS in grey reveals that even a 900 MW HPS operating for 12 hours cannot fully address the 
challenge of shifting variable RES generation to hours of low RES output.  
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Figure 8. Sample power adequacy modelling week in 2030  

  

In Figure 9, we observe the 𝛾 parameter heatmap at varying levels of solar PV and onshore wind penetration. 
The pattern is clear: as the combined installed capacity of solar PV and onshore wind increases, the 
corresponding 𝛾 value decreases. It's worth noting that onshore wind tends to saturate slightly faster than 
solar PV. This is primarily since wind generation is more prominent during nighttime, coinciding with lower 
electricity demand, unlike solar PV generation.  

However, the most critical takeaway from this illustration is that Lithuania's National RES goal for 2030 falls 
significantly short of achieving higher 𝛾 values. This suggests that even the addition of approximately 2 GW 
of either onshore wind or solar PV, or a combination of both, would have only a minimal impact on 
Lithuania's power system adequacy. Furthermore, it can be concluded that challenges with ENS, which we 
observed in Figure 8, can and should be solved effectively, i.e., by any other but not by weather based solar 
PV, onshore wind, or offshore wind generation.   

Additionally, two threshold lines have been included to indicate the scenarios in which the installed capacities 
of onshore wind and solar PV would yield the same 𝛾 value as that of small non-dispatchable and small 
dispatchable HPPs. This analysis leads to the conclusion that investing in small HPP control systems, which 
utilize simple dayahead optimization, could potentially reduce ENS by 0.001% for each installed MW of small 
HPP capacity. This reduction of ENS could result in significant socioeconomic benefit for Lithuania, 
considering the publicly available VoLL (4620 Eur/MWh). [14]  

Figure 9. 𝛾 parameter heatmap at different penetration levels solar PV and onshore wind.  
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5 Conclusions  

To model various RES generation in different climate conditions, large amount of data is necessary. In our 
analysis, clustering analysis is used to identify representative climate years to increase modelling efficiency. 
8 typical climate years are selected to capture the variability in renewable generation patterns. Two threshold 
lines are drawn to indicate the scenarios in which onshore wind and solar PV generation have an equivalent 
impact on power system adequacy as small HPPs. This analysis underscores the potential effectiveness of 
small HPPs.  

The study formulates a power system adequacy model as a convex optimization problem with the aim of 
minimizing energy not served (ENS), which is a key criterion in evaluating system adequacy and wise 
transition to RES. This model considers hourly generation, energy storage, and the unique characteristics of 
hydro power plants. The study highlights the challenges associated with integrating highly variable RES into 
the grid, including the need for flexible generation and energy storage solutions.  

The study indicates that Lithuania's 2030 RES goals fall short of achieving higher levels of power system 
adequacy. Even the addition of 2 GW of onshore wind or solar PV, or a combination of both, would have a 
minimal impact on adequacy. On the other hand, if wind, solar PV, and flexible hydro generation would be 
considered as an integral whole, that could bring a significant positive impact on adequacy. Small HPPs 
emerge as valuable assets in addressing the intermittency of renewable generation, particularly during 
periods of low wind and solar output. The research demonstrates that employing simple day-ahead 
optimization can lead to a reduction in ENS by 0.001% per installed MW of small HPP capacity, potentially 
resulting in significant socioeconomic benefits.  

The research focuses on the critical role of small HPPs in ensuring power system adequacy in the face of 
increasing RES integration. It emphasizes the need for a comprehensive approach that combines renewable 
generation, energy storage, and optimization strategies to meet the challenges of a transitioning energy 
landscape. Additionally, the study's findings provide valuable insights for future assessments of generation 
adequacy and investment decisions in the energy sector. Managerial implications of this study reveal that EU 
policy makers, when developing energy regulations and support schemes aimed at full transition to RES, 
should consider the wind, solar PV, and flexible generation (like hydro, which is already in place and does not 
require lengthy development) as an integral whole that could bring a significant positive impact on adequacy.   
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Abstract 

The extension targets for the German offshore windfarms are quite ambitious. Until today around 8 GW of 
capacity is installed. The extension goal for 2030 is 30 GW in the North and Baltic sea. One option to increase 
the offshore capacity is to repower old Wind Turbines (WT). Even though that is a valid option also more 
areas need to be dedicated to the Offshore Wind Farms (OWFs). Because the offshore wind industry is not the 
only stakeholder within the German exclusive economic zone, it is possible that a co-use of the areas 
dedicated to the OWFs is introduced. In the end of April 2023, a collision between a WT and a vessel took 
place. It has to be noted that it seems like that the detection of the unauthorized vessel within the OWF has 
not been noticed. With this work it should be investigated how existing and future countermeasures can be 
evaluated. Therefore, this work presents an evaluation scheme to assess the suitability of a countermeasure. 
The focus thereby is to include multiple aspects for example the scope of the countermeasure, timely 
restrictions or mechanism of action considered. The developed framework has then been applied to 
exemplary countermeasures within OWFs and blind spots within the combination of multiple 
countermeasures have been determined. 

1 Introduction 

Offshore Wind Farms (OWFs) are characterized by their special location. Placing OWFs in the German North 
and Baltic seas enables a higher production rate in comparison to onshore wind farms. The average offshore 
Wind Turbine (WT) produces 5.9 MW. While the average onshore WT in the 40 largest windfarms in Germany 
only produces 2.25 MW. Due to the exposed location of OWFs other threats and risks are relevant than for an 
onshore wind farm. A previous work focused on the definition of threats for an OWF (see [1]). Among others 
the risk of a collision of a vessel into an offshore platform a WT have been stated by many interview 
participants [1].  

That this is a realistic risk could be seen on April 24th 2023. The vessel "Petra L" was on its way from Szczecin 
(Poland) to Antwerp (Netherlands) [2]. The Petra L is a cargo vessel with a total length of 73,66 m and sails 
under the flag of Antigua Barbuda [3]. She was loaded with 1,500 tons of grain and was manned by 6 crew 
members (3 officers and 3 workers) [2, 4]. In that evening of the same day, she sailed using the autopilot in 
the German EEZ and entered the 500m safety zone of the wind farm "Gode Wind 1" (see Figure 55). It was 
neither noticed by the vessel crew nor by the control centre of the OWFs. The result was that the Petra L 
rammed a wind turbine (WT) (see Figure 55) [2]. Damage occurred to the ship and wind turbine. A hole of 
about 5 by 3 meters was torn in the bow of the vessel but no one was injured [2, 5]. At the wind turbine, the 
boat landing was destroyed but only minor damages to the tower of the WT were caused [2]. The vessel 
interrupted the journey and headed towards the port of Emden [4] where it arrived in the morning of the 25th 
of April. What is interesting about this incident is that, according to media reports, the collision was not 
initially noticed in remote monitoring or on a distant working vessel [2].  

This incident shows that the mechanism of action of a countermeasure does not always match the 
associated risk. Therefore, this paper focuses on the development of a multi-criteria evaluation approach for 
countermeasures in the offshore wind industry. The authors understand countermeasures in accordance to 
the resilience measures defined by the CER directive “resilience of critical entities” [21]. Following the 
directive resilience measures are for example the physical protection of infrastructures as well as the 
appropriate training for the employees. [c.f. 21] The evaluation approach should consider all infrastructure 
parts (WTs, Offshore substations, High voltage direct current converter station and entire OWF). In the second 
section the layout of OWFs is described. Furthermore, current approaches to assess the suitability of 
countermeasures are described. The third section describes the methods brainstorming and Key Performance 
Indicators (KPIs). In the following section the development process of the proposed framework is described. A 
case study is performed in the fifth section.  
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Figure 55: Schematic course of the Petra L 

 

Source: by authors, following [6] 

2 Background 

2.1 Layout of an OWF 

An OWF comprises of multiple WTs, an offshore substation and an underwater cable to connect the farm to 
shore (see Figure 56). The WTs produce the offshore electricity which is by the inner grid transported to the 
offshore substation. The Offshore Substation (OSS) transforms the energy. Then it is forwarded to the High 
Voltage Direct Current Converter station (HVDCC) which collects the energy of multiple OWFs and changes 
the type of current. In the last step, the energy is transported to the shore. An onshore substation feeds the 
electricity into the land based power grid. [7, 8] A loss of a HVDCC would have significant consequences, as 
the energy produced in multiple OWFs could not be fed into the grid. An HVDCC consists of a top structure 
which include workshops, operation rooms and accommodation facilities. The top structure is built onto a 
support structure. Staff and parts are transported to the HVDCC either by vessel or by helicopter. For these 
purposes the HVDCC has a pier and a helicopter landing deck. [8] The OWFs are monitored through an 
onshore control room. With a SCADA system the operators in the control room receive information about the 
current and past operating states of all infrastructure elements. Furthermore they also supervise the offshore 
crews and vessels in the windfarm. [9] 

Figure 56: Schematic structure of an OWF 

 

Source: [10] 
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2.2 Assessment of countermeasures 

Different approaches exist to assess the suitability of a countermeasure. In this section the following should 
be presented: exercise/ experiment, simulation and theoretical approach. During the experimental approach 
the countermeasure of interest is studied in the real world. The countermeasure is installed in either the real 
application or in a laboratory environment. The experimenter then tests if the countermeasure detects 
attacks and how the countermeasure can be overcome. This approach is very common in IT security domain. 
Moro et al. for example studied the robustness of selected software schemes against fault injection on 
embedded programs. Thereby they focused on microcontroller. [11] The benefit of this experimental approach 
is that the countermeasure is tested in the real application conditions and that therefore cross sensitivities 
regarding for example lights or humidity can be excluded. Another approach would be to simulate the 
infrastructure and the planned countermeasures. A common approach is to study for example if the attacker 
is successful [12]. This approach is especially useful for large facilities where the installation on a trial basis 
is time consuming. The other advantage is that multiple configurations can be tested and the best suited one 
can later be installed. One example for this approach is Marroni et al. They determined fragility models for a 
chemical plant. The aim is to determine the likelihood that the Physical Protection Systems resist an explosive 
attack. Therefore they studied multiple scenarios. [13] The last approach is a theoretical approach. Thereby a 
set of criteria and categories are defined in advance. Then, each countermeasure is evaluated based on the 
criteria. After a comparison of the countermeasures the best suitable for the application is selected. The 
advantage of this approach is that it is a rather abstract approach. No detailed information about the 
infrastructure layout is necessary. One example is the work presented by Brauner et al. [12]. 

3 Method 

The result of this work should be a visual evaluation scheme for the selection of countermeasures in OWFs. 
The evaluation scheme is based on KPIs to assess the characteristics of countermeasures. The KPIs have 
been developed based on a brainstorming. 

3.1 Brainstorming 

In 1953 brainstorming was introduced into the business world by the marketing expert Alex F. Osborn. 
Brainstorming is an intuitive-creative technique. [14] Thereby it is based on the principle of free association. It 
can either be performed  individually or in a group. For a group brainstorming the ideal number of team 
members is between five and seven participants. [15] Antosch-Bardohn describes that instead of a group 
brainstorming, an individual brainstorming of the single team members with a following comparison of the 
results produces more ideas. One reason for this is, that the thought process of individual team members is 
interrupted or even disturbed by the expressed ideas by others. [14] Brainstorming is a fast technique. It 
should take between 20 and 40 minutes. [14, 15] The following four rules should be followed: let the 
thoughts run free (every idea is welcome, wrong or nonsense thoughts do not exist), switch off critic 
(evaluation of thoughts or ideas takes place later), quantity is more important than quality (not all ideas are 
useful, therefore the focus should be on many ideas) and take the ideas of the team members up (All ideas 
can be used by the other team members which leads to combination of ideas and improvement). [15] 

3.2 Key Performance Indicators 

KPIs were originally introduced by the business administration. Companies try to evaluate their performance 
with them. In the first approaches before 1992 only financial aspects were the focus. After 1992 three more 
aspects have been considered Customer, Internal Process as well as Learning and Growth. KPIs should 
support the management to determine whether or not the company is successful. Thereby the indicator can 
either be qualitative or quantitative. [16] Other authors as Peterson argue that KPIs should be a rate or a 
ratio or even a percentage but not a raw number. So that the statement of the number is more meaningful. 
[17] According to literature around 10 KPIs is a suitable number [16]. 

In recent years, the application of KPIs has not only been limited to the business administration discipline. It 
has been also introduced into other domains such as safety and security or maintenance. In the following, a 
few literature examples will be presented to show the variety of usage. 

Gabriel and Sill Torres published a work which defines KPIs to determine the safety and security of an OWF. 
Thereby they focus on the following aspects: composition and layout, operation and maintenance, position 
and environment among others. An example one indicator evaluates the distance between the OWF and the 
coastline. Depending on the context of the indicator the rating schema has two or three options. [18] 
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Saihi et al. focused on the sustainability of maintenance. Their approach is thereby rather general and not 
limited to one infrastructure. First, they defined the KPIs and evaluated them with experts. They defined the 
three pillars “Environmental”, “Social” and “Economic”. Each pillar includes categories, sub-categories and 
indicators. In the pillar “environmental” for example the category “resource use” is included. One sub-category 
is “land use” with the indicators “Maintenance waste effect on land quality” and “Maintained systems waste 
effect on land quality”. Each indicator can be ranked on a scale from one to five. [19] 

4 Development Framework 

This section describes the development and the visualisation of the framework In the beginning of the 
development process, the authors performed an individual brainstorming and later the researchers discussed 
the results of the brainstorming in the group. The topic thereby was the collection of possible criteria to 
assess the suitability of countermeasures. The research question for the brainstorming was: What are 
possible dimensions to determine the suitability of a countermeasure? The word cloud in Figure 57 shows the 
results of this comparison after the brainstorming. 

Figure 57: word cloud with the results of the brainstorming 

 

Source: Authors 

Some of the ideas have a similar meaning but are use different words. One example is the involvement of a 
person and autonomous or not. Therefore, the possible indicators are organized into groups of the same main 
topic and some of them are renamed or even deleted (in case they were double). Also for each indicator the 
possible values are defined. Depending on the content of the indicator that can be either qualitative or 
quantitative. An overview of the categories and indicators including a description of the indicator and the 
scale can be seen in Table 10.  

Table 10: Overview of the Categories and KPI’s including a short description as well as a scale 

Category Indicator Description Scale 

Financial acquisition cost Describes the cost to purchase the 
countermeasure including material and 
personal costs. 

Low, medium, high 

 maintenance costs Describes the efforts to maintane the 
countermeasure material- and personal 
costs are included. 

Low, medium, high 

 Human yes/ no Describes if stuff members are necessary 
to conduct countermeasure. 

Yes and no 

Performance 
criteria 

Selectivity Describes how often false alarms take 
place. 

Low, medium, high 
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 Effectivity Describes the intendet reaction of the 
countermeasure 

No info, only info, 
loud alarm and 
countermeasure 
initiate 

 Speciality Describes against how many attack 
vectors the coutermeasure is effective 

Between 1 and 5 
(below water, above 
water, air, land, 
internal) 

Location Infrastructure level Describes in what infrastructure the 
countermeasure is implemented 

HVDCC, OSS, WT and 
cable 

 Effect level Describes where the countermeasure is 
effective 

HVDCC, OSS, WT and 
cable 

Time Preventive or 
reactive 

Describes if the countermeasure can 
initiates a reaction or not 

Preventive or 
reactive 

 Downtimes Describes the duration of downtime after 
a reaction of the countermeasure is 
triggered 

Seconds, minutes, 
hours, days, weeks 

Device properties Stationary or 
portable 

Describes if the countermeasure is 
moveable or not. 

Stationary or 
portable 

 Size of 
countermeasure 

Describes the amount of room a 
countermeasure needs 

No additional space, 
mm³, cm³, dm³, room 
filling or multiple 
rooms affected 

Furthermore, a documentation of the KPIs has been written. It describes the KPI in more detail than in Table 
10. In addition, the evaluation categories are described in more detail. To illustrate them better, an exemplary 
classification is described. In the following an extract of the documentation regarding the “maintenance 
costs” is presented.  

This category describes the maintenance costs (MC) for a countermeasure. This includes worn 
parts, such as filters, but also spare parts or, if necessary, personnel costs to carry out the 
countermeasure. Again, the values are divided into "Low", "Medium" and "High" (see Table 11). 
Low maintenance costs would be, for example, if it is only necessary to check once a year 
whether the functionality is still given. Medium maintenance costs are when worn parts have to 
be replaced to an appropriate extent. High maintenance costs exist if specialized personnel 
must be permanently employed or if high-quality spare parts and worn parts must be regularly 
replaced. 

Example smoke detector without connection to the professional fire department: The 
maintenance costs are low, since the functionality only has to be tested every year or even less 
frequently. 

Table 11: Thresholds for the different values within the "maintenance costs" category 

Value Threshold 

Low ≤100 €/ year 

Medium 200 < MC/ year ≤ 1000€ 

High > 1000€/ year 
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In addition, a graphical representation of the KPIs has been developed. First for each category an overview of 
the related indicators has been designed. For selected combinations also two or three categories are 
compared. To summarize the indicators the length of the vector has been determined. Eq. (1) exemplarily 
shows the length for the category “time”. Depending on the content of the category depiction is either a two 
or three dimensional scatter diagram (see Figure 58). 

𝑉𝑎𝑙𝑢𝑒𝑇𝑖𝑚𝑒 = √𝑉𝑎𝑙𝑢𝑒𝑑𝑜𝑤𝑛𝑡𝑖𝑚𝑒² + 𝑉𝑎𝑙𝑢𝑒𝑝𝑟𝑒𝑣𝑒𝑛𝑡𝑖𝑣 𝑜𝑟 𝑝𝑟𝑒𝑎𝑐𝑡𝑖𝑣𝑒²  
(1) 
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Figure 58: Different options to visualize the indicators 

 

Source: Authors 
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5 Case study 

For a case study the countermeasures in a generic OWF were studied. In 2021 the authors conducted 
interviews with stakeholders from the German offshore wind industry. In total 28 participants with different 
backgrounds like authorities, operators or maintenance companies were interviewed. For more information 
regarding the interviews see [20]. One part of the interview also focused on the countermeasures which the 
interview participants have installed. Figure 59 shows some of the mentioned countermeasures in the 
interviews.  

Figure 59: Mentioned countermeasures by the interview participants 

 

Source: [20] 

As a first comparison the authors picked cardinal marks. They are the green and red buoys to mark the 
waterway or point our hazardous areas. An interesting comparison partner would be suspension nets. As the 
name indicates they are metal nets which are stretched between infrastructures. The aim is to have a 
physical barrier that inhibits vessels or underwater vehicles to enter the protected area. Figure 60 shows the 
time related indicators for the countermeasure “suspension nets” and “cardinal marks”. It can be seen that 
both of the countermeasures cause no downtime. This can be explained by the fact that neither of them do 
not trigger any further actions. Assuming that they perform their intended use, the WTs can still produce 
energy. A difference between them is that cardinal marks belong to the preventive countermeasure. It 
informs the captains of the passing vessels about the presence of hazards. In case that the captain 
intentionally or unintentionally avoids this information, no further action originated from the buoys will take 
place. On the other hand, suspension nets belong to the reactive countermeasures. They do not only inform 
passing vessels and people that they cannot move on. They actively hinder vessels and people from entering 
to the protected area. 
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Figure 60: Comparison of cardinal marks and suspension nets in regard to time 

 

Source: Authors 

Figure 61: Comparison of cardinal marks and suspension nets in regard to the performance criteria 

 

Source: Authors 

Figure 61 illustrates the performance criteria of both countermeasures. It can be seen that both of them are 
quite similar in terms of selectivity and effectivity. But vary in terms of speciality. Cardinal marks only protect 
against one attack vector. While suspension nets prevent attacks against two attack vectors. For cardinal 
marks the attack vector is “above water”. There the buoy’s body can be seen. So, passing vessels receive the 
information where the hazard is located. Technically it can also be seen from the air. But the hazard it alerts 
to, is not relevant in the air vehicles. So “air” is not a relevant attack vector. Under water the chain is visible 
but the information where the hazard occurs is missing. Therefore “under water” cannot be accounted as a 
protected attack vector. In contrast, the suspension nets are stretched above the waterline but also a 
significant part is located below the waterline. Therefore, both attack vectors have been chosen. Against an 
internal attack this countermeasure is not effective because it is visible and therefore a possible  attacker 
knows about it and will find other ways to reach the desired area. 

 

 

 



 

229 

Figure 62: Comparison of different countermeasures 

 

Source: Authors 

Figure 62 shows a comparison of different security-oriented countermeasures. For comparison the two main 
categories “performance criteria” and “financial expenditure” have been chosen. It can be seen that the 
countermeasures cover in terms of the financial expenditures mostly the middle part of the scale. With the 
outliner “simulated attacks” which are more at the end of the scale. In terms of the performance criteria the 
countermeasures cover almost everything from the bottom to the top of the scale. But with the majority of 
the countermeasures in the middle part of the scale. The left part and parts of the upper middle are empty. 
So, no countermeasures with the criteria are considered. In a real application that could mean no 
countermeasures with this portfolio have been installed. For the comparison of the “performance criteria” and 
“financial expenditure” it needs to be said that a high performance criteria with low financial expenditure is 
unlikely to be achieved. 

6 Discussion and conclusions 

With this work the authors propose a framework to determine the resilience capacity of possible 
countermeasures. This is highly relevant considering recent legislative developments in European Union. A 
directive on critical entities resilience was approved with following definition: 

“‘Resilience’ means a critical entity’s ability to prevent, protect against, respond to, resist, 
mitigate, absorb, accommodate and recover from an incident” [21] 

First, the definition names possible objects of application. An OWF consists of multiple infrastructures which 
are physically connected and share a common goal. Therefore, the authors would argue that an OWF is a 
system. Furthermore, the definition points multiple characteristics that a system should have, namely “resist, 
absorb, accommodate and recover”.  

Our proposed framework can help the operator to determine the resistance of the OWF. With for example the 
indicator “Speciality” provides information how many attack vectors are covered. The next characteristic in 
the definition is “to absorb”. Here the author would like to point out the indicators “preventive/ reactive” and 
“effectivity”. The relevant characteristic is “reactive” and “countermeasure initiated”. These characteristics 
point out countermeasures which does not only identify a hazard but also interrupt the mechanism of attack 
or accident. So, the OWF “absorbs” the hazard. In this development stage the framework has no indicator that 
illustrates the characteristic “to accommodate”. But through the depictions as examples are shown in Figure 
62 “blind spots”, which no countermeasure supports, can be determined and specifically searched for suitable 
countermeasures. The skill “recover” is presented through the indicator “downtime” which illustrates how 
quickly the countermeasure can operate again after triggering. With these criteria in mind the proposed 
framework can contribute to the resilience engineering of OWFs. 

Moreover, based on multiple criteria such as costs or performance criteria the countermeasures can be 
evaluated. The framework has been applied to the offshore wind industry. Furthermore, uncovered spots in 
the protection landscape can be determined and suitable countermeasures can be searched purposefully. The 
framework has been tested in a first approach with countermeasures from the offshore wind industry. The 
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plan for future work is to validate the criteria and characteristic of the criteria with stakeholders in the 
offshore wind industry and test it in the real world example. Also interesting could be to test the framework 
with countermeasures from a different industry.  
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Abstract  

The growing concerns over mitigating climate change effects resulted in power system planning and 
generation expansion strategies that include increasing penetration of intermittent renewable energy sources 
(RES) to fulfil the national energy and climate plans (NECPs) of countries worldwide. These developments 
pose a “new” resilience threat to power systems, namely the existence of prolonged periods of low or zero 
RES output, and their impact on generation adequacy. Such phenomena are increasingly observed in Europe 
and worldwide. These events occur with low probability but they have high impact, especially on RES-
dominated power systems. Thus, they belong to the High Impact Low Probability (HILP) events which are the 
focus of resilience studies, but they have not been extensively considered so far, as such. This paper revisits 
the classical generation capacity expansion method based on the Screening Curves Method (SCM), assuming 
spinning reserves, necessary to cope with prolonged periods of low RES generation, to guarantee power 
system resilience.  

 

1 Introduction 

Power system resilience is defined as the ability of a power system to anticipate, withstand, adapt and 
recover from high-impact low-probability (HILP) events [1], such as extreme weather events and natural 
disasters or man-made cyber or physical [2] malicious attacks. Climate change seems to increase the 
frequency and intensity of HILP events worldwide [3], thereby jeopardizing the reliable operation of power 
system and its infrastructure integrity. The very high penetration of Renewable Energy Sources (RES) in the 
generation mix however dictated by the power system transition towards a carbon free operation poses a 
new threat that needs to be considered in the resilient planning of modern power systems. This threat 
concerns the prolonged occurrence of very weak winds and dense cloud coverage for several days over large 
regions extending to large part of a power system and even affecting neighbouring power systems. It is clear 
that as the systems move to reach 100% RES operation by 2050 in several parts of the world [4], such 
events are detrimental to generation adequacy and system reliability, if the traditional planning philosophies 
are applied. It should be noted that such extreme weather events, usually occur in Europe 2 to 10 times per 
year, primarily between October and February, lasting an average of 50 to 150 hours per month, with their 
duration commonly exceeding 24 hours [5]. They have been noted in the last few years in Europe, namely in 
the Netherlands [6], [7], Belgium [8], [9], and Germany [10], which required major intervention from the 
system operators.  Such extreme weather events fall in the category of HILP events, since they are relatively 
rare, with the main difference that they concern prolonged periods of very low RES output and therefore 
potential prolonged power supply deficits. This requires a fresh thinking in long term planning of the system, 
especially in scheduling the necessary spinning reserve or employing alternative methods to cover prolonged 
power deficits. This paper focuses on generation planning in order to withstand prolonged low RES output 
events. 

Generation capacity expansion planning determines the necessary generation capacity considering 
future demand and supply scenarios, aiming to satisfy certain security standards, while minimizing the cost 
of investments and the system operational cost [11]. In that way, generation expansion strategies decide the 
kind of technology, capacity, size and location of power plants in order to ensure an equilibrium between 
future supply and demand, with environmental considerations. A simplified generation capacity expansion 
planning technique is the Screening Curve Method (SCM) used for the estimation of the least-cost generation 
mix [11-16]. References [13] and [14] expand the traditional SCM taking into account the thermal cycling and 
considering both existing and candidate power plants, respectively. [15] considers the resilience and flexibility 
of future demand and supply scenarios, while [16] additionally considers ancillary services.  
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This paper aims to examine the difference in generation expansion planning, if resilience against 
prolonged low RES output periods is ensured, using SCM. The difference in generation capacity is obtained by 
assuming a high spinning reserve margin able to supplement prolonged loss of RES generation (i.e., the 
resilient spinning reserve scenario) compared to the traditional spinning reserve policy. The results can be 
used for decision making on thermal generation decommissioning in RES-dominated power systems and for 
an estimation of the resilience cost for ensuring generation adequacy.  

The paper is organized as follows: Section 2 introduces the SCM used to determine the optimal capacity 
of each thermal technology, while Section 3 introduces the results of the proposed methodology for the case 
study application. Finally, Section 4 concludes the paper. 

2 The Screening Curve Method  

Screening curves (SCs) have been used [17] to approximate the optimum mix of generating technologies 
for a given system’s demand before engaging in more detailed production cost analyses [18] .  

More specifically, SCs are used to represent the total (i.e., both fixed and variable) annual costs of each 
generation technology as function of its annual capacity factor (𝐶𝐹). The 𝐶𝐹 is used as the scaling factor that 
represents the percentage of the yearly generator’s utilization. The first step of the analysis is to construct 
the total annual cost (𝑇𝐴𝐶) curves for each technology and then match it to a corresponding system load 
duration curve [19]. That is to determine the most cost-effective capacity portfolio.  

Various cost parameters need to be incorporated to calculate the 𝑇𝐴𝐶 of a generating technology. In 
this work, the power generation unit’s 𝑇𝐴𝐶 is defined as:   

𝑇𝐴𝐶 = 𝐹𝑖𝑥𝐶 + (𝑉𝐶 + 𝐼𝑁𝐹𝐶 + 𝐸𝐶) × 𝐶𝐹 × 8760      (1) 

The fixed Cost (𝐹𝑖𝑥𝐶) represents the investment recovery costs, plus a profit. It consists of the upfront 
capital cost (𝐶𝑎𝑝𝐶), which is the annualized overnight capacity cost 𝑂𝑣𝐶, to construct the plant and the non-
capital fixed cost (𝑁𝐶𝐹𝑖𝑥𝐶), also known as fixed operation and maintenance (O&M) cost, which includes 
maintenance, property taxes, facility fees, insurance and overheads [12]. The 𝐶𝑎𝑝𝐶 can be calculated 
according to (2). 

𝐹𝑖𝑥𝐶 = 𝐶𝑎𝑝𝐶 +  
𝑂𝑣𝐶 𝑟

1−𝑒−𝑟 𝑇𝑙     (2) 

In (2), 𝑟 denotes the discount rate (in % per year) and 𝑇𝑙 signifies the expected lifetime of the power 
plant (in years).  

The variable Cost (𝑉𝐶) expresses the cost of energy production determined by the fuel price and the 
average heat rate [13]. The incremental non-fuel cost (𝐼𝑁𝐹𝐶) is the annualized operating costs, such as 
labour [20]. 𝐸𝐶 indicate 𝐶𝑂2 emissions cost. 𝑉𝐶, 𝐼𝑁𝐹𝐶 and 𝐸𝐶 compose the full variable cost of conventional 
units. 

As observed in (1), the generators’ 𝑇𝐴𝐶 is a function of their annual utilization. This scaling factor is 
modelled via the generators’ 𝐶𝐹 which reflects the percentage of the generators’ annual utilization. 

The first step of the SCM entails the creation of the 𝑇𝐴𝐶 curves for each respective controllable power 
generation technology, as functions of their 𝐶𝐹 [21]. Thereafter, these curves must be matched to the system 
annual load duration curve to determine the most cost-effective energy capacity portfolio. In order to 
determine the enhanced load duration curve, we must also consider RES generation and spinning reserves. 
First, assuming that RES units are more cost-effective or are given priority dispatch, we deduct RES 
generation from the initial load duration curve. This creates the net load duration curve. Thereafter, spinning 
reserve requirements are added to the net load creating the augmented load duration curve. This is the load 
duration curve at which the 𝑇𝐴𝐶 curves will be matched. Hence, thermal units are responsible for meeting 
the system's augmented load (i.e., net load plus the spinning reserve). 

In order to take into account resilience considerations, two spinning reserve policies are considered: the 
classic spinning reserve practice (“classic reserves scenario”), which considers supply of additional 10% of the 
load and 20% of the forecasted aggregated RES generation to cover forecasting errors, and the resilient 
spinning reserves policy that considers again a 10% percentage of the load, but 80% of the forecasted RES 
generation to account for prolonged periods of low RES generation (“resilient reserves scenario”). 
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3 Study Case 

The IEEE 24-bus RTS System with a modified annual peak load is used to illustrate the presented 
framework. The power system model contains 3 thermal technologies, G1-Combined Cycle (CC), G2-Coal (C1) 
and G3-Steam Turbine (ST). The units’ technical characteristics are presented in Table 1. 

Table 12. Generation Units Parameters 

Unit G1 (CC) G2 (C1) G3 (ST) 

Capacity (MW) 750 800 493 

OvC (k$) 717 1511 860 

NCFixC (k$) 14 30 50 

VC ($/MWh) 40.80 20 26.50 

INFC ($/MWh) 4.45 5.31 5.17 

EC ($/MWh) 2.80 3.70 4.20 

r (%) 10 10 10 

Tl (y) 30 30 35 

 

In all scenarios the thermal generation remains fixed at 2043 MW. The Base Case scenario includes 
40% of non-dispatchable RES in the generation mix, corresponding to a total maximum capacity of 1362 
MW. Cases I, II, III and IV represent penetration levels of 50%, 60%, 70% and 80% RES, respectively, in 
relation to the total installed generation capacity of the system. It should be noted that such high-level 
penetration scenarios are aligned with declared EU policies of sustainable power systems for the years 2030 
to 2050 [4]. The total power generation capacity for each of the five considered scenarios is as follows:  

• Base Case 40% RES: 2043 MW Thermal / 1362 MW RES, 3405 MW in total 

• Case I 50% RES: 2043 MW Thermal / 2043 MW RES, 4086 MW in total 

• Case II 60% RES: 2043 MW Thermal / 3064.5 MW RES, 5107.5 MW in total  

• Case III 70% RES: 2043 MW Thermal / 4767 MW RES, 6810 MW in total  

• Case IV 80% RES: 2043 MW Thermal / 8172 MW RES, 10215 MW in total 

 

For the Base Case of 40% RES integration, Figure 1 depicts the application of SCs for the thermal 
technologies assuming the classic and the resilient reserves policies. It should be noted that the spinning 
reserves must be supplied by thermal generators, as the RES units are non-dispatchable and thus, the 
capability of RES to provide reserves is not considered. The lower part of the figure displays the three load 
duration curves for the two reserve scenarios, namely the initial load curve, the net load curve (which is the 
initial load minus the actual renewable generation), and the augmented load duration curve (which is the net 
load plus the required spinning reserve). The thermal generation is called to satisfy the augmented load 
curve. The points of intersection (A and B) of the respective 𝑇𝐴𝐶 curves of each technology signify the annual 
𝐶𝐹𝑠 beyond which each technology becomes less cost-effective than the other. In the case of the classic 
reserve scenario (left figures in Figure 1), for an annual 𝐶𝐹 less than or equal to point A, the CC technology is 
the most economical. Thus, this point can be subsequently benchmarked to the corresponding augmented 
load duration curve. The optimum CC installed capacity is determined as equal to 693.71 MW for the classic 
reserve scenario. The optimum C1 and ST installed capacities can be determined following a similar approach 
from the intersection of the two technologies’ 𝑇𝐴𝐶 curves at point B and its corresponding benchmarking to 
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the augmented load duration curve. Point B shows that the ST is the most economical at this point, and thus 
the optimum ST installed capacity is 396.20 MW, while the optimum C1 Capacity is 611.11 MW.  

Following a similar logic in Fig 1b) the results with resilient reserves are determined as follows: CC and 
ST optimum capacities remain at 396.20 MW and 611.11 MW, respectively, while the C1 optimal capacity is 
829.27, to cover the increased spinning reserve requirements.  

Figure 63. SCM for the Base Case employing a) classic (left) and b) resilient (right) reserves policies. 

 

Apparently, the resilient reserves form a higher augmented load duration curve, necessitating larger 
generation from the base units (Coal) to meet the augmented load requirements. Furthermore, in the resilient 
scenario, the least-cost generation mix requires capacity expansion for these units, as 829.27 MW are 
required, while their existing capacity is 800 MW. Elsewhere, the surplus 29.27 MW must be assigned to mid-
merit units (ST), increasing the annual cost. 

Based on the same principle, Figure 2 shows the formation of the augmented load duration curves for 
all considered scenarios, while Table 2 shows the corresponding optimum capacity of the thermal units.  
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Figure 64. Augmented load duration curves for all RES penetration cases. 

 

Table 13. Optimum capacities in MW for thermal technologies for all RES penetration cases. 

RES penetration 
cases 

CC ST C1 

Classic Reserve Scenario 

Base Case 693.71 396.20 611.11 

Case I 693.71 396.20 447.67 

Case II 693.71 323.26 428.45 

Case III 500.31 108.06 248.45 

Case IV 189.91 108.06 247.73 

 Resilient Reserve Scenario 

Base Case 693.71 396.20 829.27 

Case I 693.71 396.20 788.41 

Case II 693.71 377.97 745.35 

Case III 645.36 324.17 745.35 

Case IV 567.58 324.17 745.35 

 

It is obvious that the augmented load duration curves with resilient reserves require larger thermal 
generation, as shown in Table 2. Additionally, with the increase in RES integration, the augmented load 
duration curve declines, as a greater portion of the load demand is met by renewables. Figure 2 shows that, 
for both spinning reserves scenarios, the curves of Case I, II and III converge to the augmented load duration 
curve of Case IV at a specific point, which is different for each RES installation case. At these points, demand 
is entirely met by renewables, making the augmented load duration curve equal to the reserve requirements 
that thermal units must meet. This occurs for longer annual duration as RES integration increases. It should 
be noted that the proposed approach can be used to address the overall redundancy of the thermal 
generation. When a thermal technology reaches 100% redundancy, it can be decommissioned. This 
application will be further developed in a future paper.  
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4 Conclusions 

This paper examines the impact of low probability, prolonged periods of low renewable generation in 
RES-dominated power systems, expanding the concept of resilience to such events. It utilizes the traditional 
SCM as a generation capacity expansion planning tool, using both a traditional and high spinning reserves 
able to supplement prolonged loss of RES generation. In this way, the most economical generation mix to 
face the increased requirements of resilient spinning reserves can be determined. This approach can be 
extended to provide recommendations for safe decommissioning of thermal units and as an indication of 
resilience cost, as will be shown in a future work. 
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1 Introduction 

Climate and climate change is a major concern to the insurance industry through its weather-related risk 
exposure. For non-life insurance, the implications are immediate from physical damages to buildings and 
infrastructure as well as business interruptions.  

In Norway, claims related to surface water flooding, which is a sub-class of pluvial flooding, constitute 
roughly 50% of the weather-related damages to buildings over the past ten years [2]. Heavy rainfall, 
including cloudbursts, is the major driver for surface floods leading to water damage, but also long-lasting, 
not necessarily extremely intense, rainfall contributes to the damages considered in this study. The claim 
incidents are due to rainfall hitting directly or indirectly via surface water floods and manifest themselves via 
intrusion of water through the building shell above terrain, or via sewer-line backups.  

Cloudburst events are anticipated to increase both in frequency and intensity in the decades to come [4]. 
Targeted efforts to prevent and mitigate the devastating effects of water intrusion are proven to save costs 
over subsequent restoration [6]. We address these endeavours by combining detailed knowledge of every 
single buildings’ vulnerability with its external climatological exposure.  

 

2 Background and novelty 

In a recently published paper [5] and presentation [3], we develop a statistical model that quantifies building-
specific risk of surface water flooding in Norway. A generalised additive model (GAM) [7] relates the number 
of water damages to a set of explanatory variables that can be categorised into building attributes, 
climatological index variables or granular topographic characteristics relevant to hydrological processes. This 
risk decomposition allows to highlight different sources of local risk, which is not only useful for insurance 
companies, but also for municipalities in their land-use planning. Figure 1 shows maps of the climatological 
and topographic partial risks for Osterøy municipality, as well as the product combining the two. Coupling the 
model with climate projections enables prediction of the locally varying impacts of climate change on the risk 
of surface water flooding, and in general, the GAM framework admits assessing sensitivity to specific 
perturbations in any of the partial risks from their training values. 

Figure 65. Climatological, topographic and combined partial risks for Osterøy municipality on the western 

coast of Norway (see small map). The colorscale is centered at white, corresponding to the average risk, with 
below-average risk in blue and above-average risk in red. 
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The model in [5] expresses the long term, or pricing, risk of surface water flooding utilising climatological 
averages for precipitation and temperature on a quarterly time scale. This approach allows for robust 
assessment of present and future underlying water damage risk for any existing or planned building in 
Norway. Addressing instead the short-term risk aspect of surface water flooding to buildings, there is need 
for climatological information on a finer spatiotemporal resolution. This is for instance relevant in assessing 
risk and issuing alerts prior to upcoming extreme events, where apparently knowledge about seasonal 
average weather is of little use.  

The potential of modelling weather-related water damage risk relies on availability of data with adequate 
quality and sufficient resolution in time and space. In the case study “Use of insurance loss data by local 
authorities in Norway” under the Climate Adapt project16, the need for accurate information on timing and 
location of insurance claims in adaptation planning is emphasised.  

We devise an alternative idea that utilises climatological information on a scale in time and space that more 
precisely portrays damages caused by heavy rainfall incidents, directly or indirectly. Essentially, this approach 
abandons quarterly climatological indices in favour of appropriate indices down to sub-daily resolution 
generated from a high-resolution spatiotemporal precipitation data set obtained from assimilating radar data 
with in-situ measurements [1]. The risk model itself is restricted to daily resolution due to the registration 
practice adopted for the insurance claims, but we believe that incorporating sub-daily climatological indices 
better representing the intensity of short-term rainfall incidents will facilitate more precise modelling of the 
localised impacts of cloudburst events. 

We envision producing risk forecasts up to 48 hours ahead, which is the time horizon of the detailed, hourly 
forecast provided by the national weather service in Norway. Taking into account the daily resolution of the 
risk model, separate risk forecasts will be generated for the first 24 hours and the period 25 – 48 hours 
ahead. The risk forecast can be updated each time a new weather forecast is issued, which for the Norwegian 
service is every six hours. This means that a first warning of a potentially high-risk water damage event 
reaches a homeowner 48 hours in advance (or 42 hours to be on the conservative side, considering that the 
event just escaped from the current weather forecast but shows up in the next forecast six hours later), 
leaving her two days to take precautionary measures like moving belongings away from exposed positions 
such as the basement. In an implementation of a warning system, risk forecasts evolve as new weather 
forecasts are produced, and supposedly the risk forecast 24 hours ahead is more reliable than the one 25 – 
48 hours into the future, informing the homeowner how to adjust her efforts. 

Combining the risk model with intensity, duration and frequency (IDF) curves for rainfall on a spatial grid, we 
envision producing risk maps expressing the spatially varying probability of having at least one rainfall-
induced claim over a period of a certain duration, for instance 50 years. Such knowledge allows for targeted 
risk mitigation, again with application beyond the insurance sector. 

 

3 Methodology 

Utilising the high resolution of the new radar-based data set, we seek to develop a revised statistical model 
with suitable climatological covariates that better assesses, and even predicts from real-time weather 
forecasts, the localised water damage risk of cloudburst events. 

The GAM from [5] produces a building-specific risk score representing the expected number of claims per day 
and insured value using a logarithmic link function. On original scale, the risk score 𝑟𝑖  for building 𝑖 can be 
written as the product of categorised partial risk scores, 

𝑟𝑖 = 𝑟0 ∙ 𝑟𝑖
clim ∙ 𝑟𝑖

topo
∙ 𝑟𝑖

b−s ∙ 𝑟𝑖
reg

     (1) 

where 𝑟0 is a base risk that is common to all buildings, and the remaining four terms denote normalised 
representations of the climatological, topographic, building-specific and regional partial risks, respectively (cf 
[5] for details). 

                                                        

 

16  https://climate-adapt.eea.europa.eu/en/metadata/case-studies/use-of-insurance-loss-data-by-local-authorities-in-norway 
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For the new model, still on a daily temporal resolution, but now with sub-daily climatological indices, we 
formulate the risk as the probability 𝑝𝑖 of building 𝑖 having a claim on a certain day. In GAM, this is naturally 

modelled via a logistic regression with a logit link function, logit(𝑝𝑖) = log (
𝑝𝑖

1−𝑝𝑖
), replacing the log-link of the 

original model in [5]. For small probabilities, like the ones that apply to our setting, the logit is well 
approximated with the log function. This implies that the suggested model retains the modular structure in 
(1), with the main difference being that interpretation turns from a formerly frequency- to a probability-
based risk measure in the new model. 

 

4 Summary 

Cloudburst events are anticipated to increase both in frequency and intensity in the decades to come, and 
understanding and mitigating their impacts is imperative in developing resilient societies for the future. 
Based on a probabilistic water damage risk framework, we hope to contribute to this direction by developing 
a quantitative, asset-specific warning system that will help homeowners take precautionary measures based 
on short-term weather forecasts. Combining the risk model with gridded rainfall IDF curves, we will explore 
the idea of deriving probability risk maps for rainfall-induced damages corresponding to precipitation 
intensities reflecting specific return periods locally. 
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1 Introduction  

Climate change exacerbates natural hazards and continuously challenges the performance of critical 
infrastructure (Pörtner et al. 2022). Thus, climate resilience of infrastructure is of paramount importance to 
maintain mobility and essential services that underpin the world economies. Though grey solutions have been 
streamlined since the concrete era, today we urgently need greener solutions that lead to less tCO2e and 
more so in the structural sector to be on track with net-zero and sustainable requirements (Liu et al., 2022). 
Nevertheless, resilience and sustainability consolidation is neither adopted by current research and practice. 
The integration of these two principles has been introduced by previous frameworks (Penadés-Plà et al., 
2016, Padgett and Tapia, 2023, Marchese et al., 2018). However, we still lack in practical metrics and 
representative case studies that facilitate both decision-making for efficient climate adaptation and lower 
tCO2e in transport infrastructure sector, whilst accounting for limited finances and gradual deterioration of 
assets. To fill this gap, this paper applies a novel integrated framework for optimising resilience and 
sustainability metrics to minimise the cost using traditional and low-carbon grey restoration strategies in the 
event of floods affecting critical transport assets, with a focus on bridges (Mitoulis et al., 2023). This is the 
first output of the ongoing Horizon ReCharged (Ref: 101086413) and RISKADAPT (Ref: 101093939) research 
projects.  

2 Methodology  

The framework shown in Figure 1 describes the approach for quantifying ex-ante adaptation and post-ante 
recovery from the lenses of sustainability and resilience in a changing climate.  The main steps of the 
framework are: Step 1. In this step, the hazard intensity measures (IM) are defined based on predicted, 
measured or estimated hazard data, using e.g., high-resolution flood maps to deduce probabilistic 
relationships of established IM, e.g. peak water depth, streamflow velocity, and discharge, for each one of the 
affected assets. The fluctuations in the IM, e.g., peak river flow, can be linked to the increased annual 
probability of exceedance, i.e., the frequency of the hazard, as a result of climate change projections. Based 
on these projections, information on the potential range of climate exacerbations of floods in the specific 
location, for different return periods, and emission scenarios can be defined. Step 2. The vulnerability for the 
as built and the deteriorated asset is estimated using fragility functions from the literature. The curves 
correlate the probability of exceeding given damage states (e.g. minor, moderate, extensive, complete) with 
the hazard IM. Regarding the generation of fragility curves for transport assets this can be found in e.g., 
Argyroudis et al. (2019), Argyroudis and Mitoulis (2021). Step 3. The asset recovery is evaluated based on 
restoration (structural capacity) and reinstatement (traffic capacity) models, which correlate the asset 
functionality to the recovery time after the event, considering its typology, damage state, available resources, 
and post-hazard idle times. In this paper, the modelling of the recovery strategies followed available models 
from the literature (Mitoulis et al., (2021). Step 4. Carbon emissions are quantified considering grey and 
green restoration measures. Two main emission groups are considered: (i) the upfront emissions, correspond 
with the carbon associated with the construction works included in the restoration tasks; (ii) the ancillary 
emissions. refer to the environmental impacts related to traffic re-routing, pavement degradation, change in 
travel behaviours or recycling and reuse of materials from construction and demolition works within a 
restoration task. In Step 5 the resilience to hazard occurrences is quantified with focus on the structural 
capability of the asset to withstand a hazard occurrence based on a probabilistic assessment, by calculating 
the weighted capacity using the occurrence probabilities of different damage states for a given IM 
(Argyroudis 2021). Step 6 An integrated metric is proposed based on resilience, sustainability, and cost to 
create analytics for decision making.  

 

Figure 1. Framework for resilience-based life-cycle management of transport assets.  

http://www.metainfrastructure.org/
http://www.metainfrastructure.org/
http://www.metainfrastructure.org/
http://www.metainfrastructure.org/
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3 Conclusions  

The trade-offs between sustainability and resilience within design objectives reveals a spectrum of potential 
relationships. They can operate in synergy, stand independently, or even conflicting for priority with respect to 
the design targets. Notably, our study into post-flood restoration of bridges has brought forth a crucial 
finding: sustainability and resilience exhibit a lesser degree of interdependence, with the former often 
contending with cost constraints. Across all examined scenarios, the implementation of a low-carbon 
restoration strategy has proven itself beneficial. This strategy significantly reduces tCO2e emissions by 
leveraging low-carbon materials, refining on-site practices, and optimising consumptions in transportation of 
materials, leading to an up to 50% increase in the infrastructure sustainability and resilience rating index. 
This can justify the additional investments for introducing greener adaptation strategies in transport 
infrastructure.  
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Abstract 

One of the critical components in landslide hazard and risk assessment is the reliable estimate of the runout 
distance of the sliding mass. The sliding mass and its propagation greatly impacts the region of impact, 
especially when landslides have a long travel distance. Due to climate change, this impact of landslides on 
structures and infrastructures is increasing. Hence, the development of a reliable model for the prediction of 
landslide travel distance for better landslide disaster risk assessment and management has become more 
critical than ever before. In Malaysia, the risk management of landslides is in its early stages. However, 
despite these endeavours the current efforts remain insufficient. A new empirical model for runout estimation 
in Malaysia is introduced in this paper.  This novel model relies on empirical data and is recommended for 
adoption in Malaysia until analytical models are developed. Data on landslide events in Malaysia were 
collected, processed and analyzed in order to discuss the correlation and significance of various influential 
parameters on the travel distance and to establish its prediction model. The reliability of the proposed model 
was verified through a reasonable agreement between the actual runout and prediction values. Therefore, this 
new model is of potential practical use in Malaysia and other regions, with similar geomorphological and 
geological properties. In addition, this model also investigates the understudied yet influential parameter 
governing landslide travel distance i.e. retrogression distance, paving the way for a more accurate prediction 
model for Malaysia. This perspective not only advances the field of landslide prediction but also offers a 
different approach to enhancing safety and risk management for infrastructures in Malaysia. It is the authors’ 
vision that the prediction model shall empower decision-makers and planners to implement proactive 
measures, ultimately safeguarding lives and critical infrastructure from the mounting challenges posed by 
climate change. Significantly, this study contributes to enhanced safety, risk assessment and disaster 
prevention by providing valuable prediction into the runout behavior of landslides. 

1 Introduction 

Landslides are significant geohazards that threaten human life and economy worldwide. They have caused 
tens of thousands of fatalities and an estimated annual economic loss of $20 billion [1–3]. In tropical hilly 
regions like Malaysia, landslide hazard assessment research is crucial to reduce their impact on affected 
areas. Landslides have been a recurring and significant phenomena in Malaysia, resulting in property damage 
and threatening the lives of the population [4–6]. Malaysia is gradually implementing landslide risk 
management, but progress remains below-par [6]. Predictive methods, especially landslide runout analysis, 
play a vital role in risk assessment and mitigation as well as in pre-disaster preparedness and planning. [7]. 

Replicating and investigating landslide runout, which results from various causes and factors, is extremely 
challenging in laboratory models [8,9]. There are two common approaches for landslide runout prediction: 
empirical-statistical models, based on geometric parameter correlations, and numerical modeling, which 
simulates physical processes [7,10]. The distinction between the two methods is often insignificant due to the 
complexity of collecting universal guidelines for runout modeling [11,12]. Additionally, applying numerical 
models for landslide propagation is still too complex [8,13].  

Empirical-statistical methods are useful for predicting landslide runout and the coverage impact area [14]. 
They rely on simple correlations between landslide parameters and runout [15] (Figure 66). Despite the 
simplified dynamics, these methods can provide reliable predictions of landslide propagation [8,16], aiding 
decision-making and complying with guidelines for landslide risk assessment [8,17]. In developing countries, 
with limited data, experts, and funding, these simple, low-cost procedures are imperative [8,18]. 
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This paper focuses on the physical characteristics of landslides in Malaysia, establishing empirical 
correlations between travel distance, runout, retrogression distance, slope height, slope angle, and landslide 
volume. It presents an empirical procedure to determine runout distance, along with key findings and 
recommendations. Applying these empirical formulas will contribute to evaluating landslide hazard in 
Malaysia and supporting the national slope master plan for landslide disaster risk reduction. 

Figure 66 Geometrical variables: height of slope (H), run out distance (L), slope angle (θ ), retrogression 

distance (rL), runout (Lu)  

 

Modified from: Hungr et al. 2005; Strand et al. 2017 

2 Literature review  

Analysing empirical relationships is the most regularly, yet efficiently, used method for estimating the runout 
distance of landslides. Numerous empirical correlations for predicting runout distance landslides have been 
described in literature. In order to study the most significant and easily available factors affecting runout 
distance, researchers usually conduct statistical analyses on the parameters that are to be utilized in their 
empirical models. A study by Legros [21] states that the best prediction model is when travel distance is 
directly proportional to the landslide volume (V). The limitation is that, the parameter (V) is normally not 
stated in existing landslide reports [22]. 

As stated by Qarinur [23], slope height   exhibits linear correlation to the run out distance for Indonesia, i.e. 
run out distance will increase as the height of slope increases. However, the authors in [23] also suggested 
that a combination of slope angle with height will be more effective. 

In a more recent study by Apriani et al. [22], it is stated that the parameter slope angle (θ) is not significant 
on the runout distance of Indonesian landslides. In addition, Apriani et al. [22] concludes their statistical study 
with the conclusion that the height of slope (H) has a stronger influence compared to the slope angle and 
volume of landslides towards runout distance. 

In another study [24], it is recommended that the maximum runout distance for landslides in Canada to be in 
terms of Runout (Lu) and retrogression distance (rL).  

 

Table 14 summarizes the empirical models for predicting the runout distance of landslides. There are more 
than 10 empirical equations proposed by 10 researchers. It can be seen that height of slope (H) is the most 
used parameter by researchers, as it is the most widely available worldwide, followed by landslide volume 
(V). Prediction models based on Runout (Lu) and retrogression distance (rL). are still relatively scarce and is 
one of the parameter that will be the focus of this study. 
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Table 14 Summary of empirical models for predicting landslide runout distance 

 

No. Researcher(s)  Equations Parameters used 

1 Corominas [25] L = 1.03V-0.105 H                  (1) V, H 

2 Rickenmann [14] L=1.9V 0.16 H 0.8                              (2) V, H 

3 Legros  [21] L=8V 0.25                                                  (3) V 

4 Locat [24] 
Lu = 8.8rL0.8                          (4) 
Lu= 4.4rL0.8                           (5) 

rL 
rL 

5 Guo et al. [26] L = 2.672 H – 208.31           (6) H 

6 Qarinur [23] L=1.267H1.027                         (7) H 

  
L= 1.066H1.093                                     (8) H 

  

L = 1.448 H 1.062 tan θ-0,482      (9) H, θ 

7 Strand et al  [20] Lu = 3.0 rL                             (10) rL 

  
Lu = 1.5rL                              (11) rL 

    Lu = 0.5rL                              (12) rL 

8 Samodra et al [27] L=1.65H+1.09                       (13) H 

9 Zhou et al [28] L = 0.04 V 1/3                                        (14) V 

  
L= 0.05 H 0.43 V0.28                 (15) V H 

10 Apriani et al. [22] L = 6.918 H0.84                       (16) H 

Source: Corominas 1996; Rickenmann 1999; Legros 2002; Locat 2008; Guo et al. 2014; Qarinur 2015; Strand 
et al. 2017; Samodra et al. 2018; Zhou et al. 2019; Apriani, Credidi, and Khala 2022 

3 Empirical Method for Runout Distance Prediction - Malaysia  

The research location spans both East and West Malaysia, encompassing significant landslide events. The 
selection criteria for landslides in this study concern the ability to measure their extent and the availability of 
reliable geotechnical and geometric information. For this study, landslide data from 1993 to 2022 were 
collected based on satellite imagery interpretation, investigation reports, and descriptions from published 
papers and newspapers. Data collection encompassed mostly quantitative information of past landslide 
events in Malaysia (i.e. the runout distance, landslide volume etc.) allowing comprehensive analyses of the 
landslide parameters needed for developing the empirical models. The landslides in the dataset are those 
induced by rainfall. 

Table 15 displays the distribution of landslides and their parameters, which were used to develop a statistical 
model for landslide runout distance. Among these parameters, data on slope height is the most widely 
available. However, obtaining data on other parameters, such as retrogression distance and landslide volume, 
proved to be challenging, as they are often absent from reports. Similar to Indonesia, where parameter 
landslide volume (V) is frequently neglected in reports [22], this scarcity of robust data exists. Despite this 
limitation, past studies have established empirical models using less than 20 cases [23,29–31]. Using IBM 
software SPSS, statistical analyses were employed to derive empirical equations for landslide runout 
distance, considering height of slope (H), travel distance (L), slope angle (θ), retrogression distance (rL), 
runout (Lu), and landslide volume (V).  

4 Relationship between landslide runout distance and landslide parameters  

Given the multitude of factors influencing landslide movement, it is imperative that the predictive model for 
landslide travel distance take into account the various influential parameters. To accomplish this, regression 
analyses were employed, supported by the application significance tests (i.e. F-tests and T-tests), to derive an 
optimized model for predicting landslide travel distance [22,26,31]. R-squared (R2) values will be used to 
establish the correlation between the variables in the model. R2 denotes the multiple correlation coefficient, 
indicating the degree of correlation between the dependent variable and its independent counterparts. The 
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computation of R2 takes into account the variable count and serves as a means to assess the goodness of fit 
and accuracy across diverse regression models [26,31,32]. An R2 value of 0.6 or higher signifies a strong 
correlation and suggests that the constructed regression models are reliable [22,28,33]. Moreover, the p-
value served as a tool to examine statistical significance. Relationships with a p-value less than 0.05 will be 
deemed statistically significant [28,31]. 

4.1 Correlation between Slope height (H), volume (V) and total travel distance (L) 

In Figure 67 and Figure 68, the relationship between landslide travel distance (L) and two variables, slope 
height (H) and landslide volume (V), respectively, is illustrated. Figure 67 shows a weak linear correlation 
(R2=0.271) between slope height and landslide travel distance. Using the slope height alone to predict 
landslide travel distance is not sufficient due to the unknown positions of the toe of the failed mass and the 
crest of the sliding source before the landslide event [26]. Therefore, considering other influential factors 
simultaneously is recommended. 

Figure 68 reveals a relatively strong linear correlation between landslide travel distance (L) and landslide 
volume (V) (R2=0.709). The p-value = 0.035<0.05, indicating that landslide volume significantly affects travel 
distance. The results suggest an exponential correlation between travel distance and landslide volume, 
meaning that travel distance rapidly increases with landslide volume. 

This observation supports the statement in [21] that "the travel distance depends primarily on the volume 
and not on the fall height, which just adds scatter to the correlation." The stronger correlation between 
volume (V) and travel distance (L) compared to slope height (H) and travel distance (L) suggests that 
landslide propagation is mainly influenced by their own volume rather than slope height. 

The correlation's R2 value is 0.879 (Figure 69), with the regression model being statistically significant (p-
value < 0.05). Equation (20) can be further transformed into power law relationships. 

L= 0.0078H1.46V0.387 (17) 

Nonetheless, the coefficient of determination (R2) of using a combination of H and V together is higher 
(R2=0.879) than those using only the parameters of height of slope, H alone (R2=0.269) or volume, V alone 
(R2=0.709). This shows that multivariate runout relationship provides higher accuracy. 

4.1.1 Correlation between Slope height (H) and Slope Angle ( ) and Runout Distance (Lu) 

As there are two independent variables, slope height (H) and slope angle (θ), multiple linear regression is 
employed to analyse the data. The predictive equation of multiple linear regression analysis can be seen as 
follows: 

L= 4.788 H0.898 tan θ 0.048 (18) 

The coefficient of determination R2 is 0.307 which is rather weak. In the study conducted by [23] it is stated 
that an equation form from a combination of slope height (H) and slope angle (θ) is a better landslide runout 
predictor compared to relying solely on slope height (H) due to the change of the value of R2. In this study, it 
should be noted that the rise of R2 value obtained from using slope height (H) and slope angle (θ) (R2=0.307), 
while the coefficient of determination R2 of using only slope height (H) is only (R2=0.271). This observation 
seems to concur with the results of [23].   

In terms of significance, the model with a combination of slope height (H) and slope angle (θ) has an p-value 
value of 0.159>0.05. The p-value of 0.159 > 0.05 indicates that the model does not provide strong statistical 
evidence to reject the null hypothesis, implying that the relationship between variables is not be statistically 
significant. Furthermore, the p-value for slope angle parameter (θ) is found to be higher than 0.05 which 
further confirms that the slope angle parameter (θ) does not have a significant effect on the travel distance. 
Similar observations were seen in the recent empirical statistical study by [22]. 
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Table 15 The parameters of rainfall triggered landslides in Malaysia 

No.  Name slope angle,(θ), degrees  slope 

height 

(H), m 

landslide 

volume (V ), 

m3 

Retrogression 

distance  (rL),  m 

Runout, 

(Lu), m 

Travel 

distance 

(L) , m 

Source  

1 Highland tower 1993 20 °-30 ° 48 40,000  - - 120 [3,34] 

2 Bukit Antarabangsa 2008 45° - 50 ° 65 101,500  120 210 330 [34,35] 

3 Batang kali 2022 45 ° 70  450,000  330 270 600 [36,37] 

4 Taman Zooview, Ulu Kelang, 2006 - 60  - - 100 [38] 

5 Puncak Setiawangsa 2012 35°-66 ° 42 - - - 71 [39,40] 

6 Failure investigation of a fill slope in 
Putrajaya, Malaysia, 6th of January 2001 

 22° to 25 ° 25 - - - 50 [41] 

7 Cut slope in kedah  45 ° 27 - - - 250 [42] 

8 Filled Slope in Selangor 22-45 ° 21 - - - 120 [42] 

9 Kem Terendak, Melaka 2019 30 ° 21 - - - 44 [43] 

10 Bukit Nanas 7th May 2013  30°-45 ° 30 - 50 100 150 [44] 

11 laluan Seksyen 6, Jalan  Sungai  Ikan,  
Kampung  Raja,  Cameron Highland, Pahang , 
April 2019 

- 38 - - - 108 [45] 

12 Ruan Changkul, Simunjan on the 28th 
January 2002. 

25°-40 ° 76  20,000 to 
22,000  

130 92 222 [46] 

13 Slope Failure at Putrajaya 2007 45 ° 50 - 23 25 58 [47,48] 

14 Bukit Lanjan 2003 70 ° 70 35,000  - - 160 [49,50] 

15 Taman Hillview 20 November 2002 20-30 ° 60 25,000  110 90 200 [51] 

Source: Shong et al. 1982; Hashim and Among 2003; Komoo and Lim 2003; Hussein and Mustapha 2004; Gue and Cheah 2008; Ooi 2009; Sapari , Nasiman and Tipol, 
Farah Hanan and Rahamat Noor, Nurul Farah and Mohamed Zaid 2011; Ahmed et al. 2012; Huat et al. 2012b; Qasim and Osman 2013; Osman et al. 2014; NAJIB 2016; 
Ismail and Yaacob 2018b; Alsubal et al. 2019; Khairul Anuar 2022; Lias et al. 2022; Sim et al. 2023; Halim et al. 2023
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Figure 69 Relationship of maximum travel distance (L) versus slope height (H) and landslide volume (V) 

 

4.2 Retrogression and Runout Distances, Lu and rL 

There are currently no direct guidelines for determining rL in Malaysia. Therefore, slope stability analyses 
specific to Malaysia's conditions need to be conducted to investigate rL more thoroughly [20]. Figure 70 
demonstrates a relatively strong relationship (R2=0.774) between rL (retrogression distance) and Lu (runout), 
described by the power function: (dotted line in Figure 70): 

Lu= 2.6697rL0.8051   (21) 

The upper limit for the studied cases is defined by the power function: (solid line in Figure 70): 

Lu= 3.6322rL0.8475 (22) 

These equations align with those developed by [24]. The statistical analysis confirms the appropriateness of 
the model, p-value of 0.02 < 0.05. Additionally, Lu can be estimated using the relationship from Figure 70 as 
follows: 

Lu= 0.9125rL  (23) 

The upper limit/ maximum credible runout is defined by the following relationship (dash line in Figure 70) : 

 Lu = 1.787rL (24) 

Overall, one can conclude that the variable retrogression distance significantly affects the runout. 
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Figure 67 Landslide travel distance in relations with 

slope height  

 

Figure 68 Landslide travel distance in relations with 

landslide volume 

 

L = 2.3848V0.419 (20) 

L= 0.0078H1.46V0.387 (17) 
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Figure 70 Relationship between runout, Lu, and retrogression distance, rL 

 

4.3 Model validation  

To further validate the proposed models, the runout/travel distance in each case study were back-calculated 
using the models developed by past researchers in  

Table 14 as well as the newly developed ones. The estimation of errors of each landslide were obtained 
using the equation: |Lpredicted−Lobserved|/ Lobserved×100% (25). The average error for the models are 
shown in Table 16. The percentage shown in the table indicates the extent to which the predicted values differ 
from the actual values. For example, a 90% average error of means that, on average, the predicted value 
using model (1) differs by 90% from the actual value. This is not favorable, as a large average error suggests 
significant discrepancies. 

Table 16 Landslide travel distance/runout prediction models and their comparisons 

Researcher(s)  Equations 

Parameters 

used 

Average 

error(%) 

Corominas [25] L = 1.03V-0.105 H                         (1) V H 90% 

Rickenmann [14]  L=1.9V 0.16 H 0.8                              (2) V H 45% 

Legros [21] L=8V 0.25                                         (3) V 44% 

Locat [24] Lu = 8.8rL0.8                                 (4) rL 242% 

 

Lu= 4.4rL0.8                                 (5) rL 72% 

Guo [26] L = 2.672 H – 208.31                   (6) H 195% 

Qarinur [23] L=1.267H1.027                             (7) H 50% 

 

L= 1.066H1.093                            (8) H 47% 

 

L = 1.448 H 1.062 tan θ-0,482           (9) H, θ 44% 

Strand et al [20] Lu = 3.0 rL                                     (10) rL 192% 

 

Lu = 1.5rL                                      (11) rL 59% 

 

Lu = 0.5rL                                      (12) rL 51% 

Samodra et al [27] L=1.65H+1.09                              (13) H 43% 

Zhou et al [28] L = 0.04 V 1/3                                 (14) V 308% 

 

L= 0.05 H 0.43 V0.28                       (15) V H 97% 

Apriani et al. [22] L = 6.918 H0.84                             (16) H 68% 
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The present study L= 0.0078H1.46V0.387                             (17) H, V 14.80% 

 L= 4.788 H0.898 tan θ 0.048              (18) H, θ 60% 

 L= 5.44H0.848                           (19) H 51% 

 L = 2.3848V0.419                      (20) V 25.17% 

 

Lu= 2.6697rL0.8051                 (21) rL 32% 

 

Lu= 3.6322rL0.8475                 (22) rL 75% 

 

Lu= 0.9125rL                        (23) rL 29% 

 

Lu = 1.787rL                         (24) rL 78% 

    

Source: Corominas 1996; Rickenmann 1999; Legros 2002; Locat 2008; Guo et al. 2014; Qarinur 2015; Strand 
et al. 2017; Samodra et al. 2018; Zhou et al. 2019; Apriani, Credidi, and Khala 2022 

Based on the results in Table 16, it is not surprising that empirical expressions (19) and (18) show large 
errors, as they have low correlation coefficients of R2 at 0.271 and 0.307, respectively. Notably, models (8) 
and (9) proposed by Qarinur [23], and empirical model (13) proposed by Samodra et al. [27], have similar 
accuracy with errors around ±45%. This observation is understandable as both Indonesia and Malaysia are 
tropical countries with high rainfall throughout the year, and they share similar coastal plains, hills, and 
mountainous terrains. It should be noted that while geographical and climatic similarities might contribute to 
similar landslide behaviors, the accuracy of any model remains fundamentally rooted in the quality and 
relevance of the employed datasets. 

Other models, such as those proposed by Zhou et al. [28] and Corominas [25], do not yield satisfactory results, 
with average errors of 97% and 308% respectively. The model by Zhou et al.  [28] predicts longer travel 
distances than observed, but none smaller than the actual observations. This discrepancy might be because 
their dataset consists of debris flows in the earthquake-prone area of Wenchuan, China, whereas most 
landslides in Malaysia are rainfall-induced and involve different mechanisms. Similarly, the model by 
Corominas [25] may not be applicable to Malaysia due to differences in geological and hydrogeological 
conditions. More popular empirical models proposed by Rickenmann [14] and Legros [21] show relatively more 
reasonable average errors within ±44%. The proposed models (17) and (20), using parameters H and V, 
exhibit good performance in predicting landslide travel distance, with relative errors within ±15% and ±25% 
respectively. 

Comparative analyses reveal that models (21) and (23), which incorporate retrogression distance (rL), produce 
reasonably good performance in predicting landslide runout, with relative errors within ±30%, consistent with 
studies in [22,26]. However, the upper limit empirical models (22) and (24) predict runout distances nearly 
80% higher than actual values. These models are designed to be conservative and provide a safety margin 
for emergency situations, avoiding underestimation of risk and hazard. On the other hand, models proposed 
by Strand et al. [20] and Locat [24] do not yield satisfactory results, with average errors reaching 
overestimations as high as 242%. These models were tailored to flow slide of sensitive clays in Norway and 
Eastern Canada, which differ significantly from the landslides in Malaysia, possibly due to distinct geological 
and hydrogeological conditions. 

Overall, the runout predictions in this study show the closest resemblance to observed values because they 
are based on local datasets, making them more applicable to specific ground conditions in Malaysia. They 
shall contribute to bolstering safety measures and enhancing decision-making support in landslide-prone 
regions. It is proposed that probabilistic slope stability analyses be conducted to determine the potential 
occurrence of landslides for any particular development in a specific region in the country. Following that, the 
retrogression distance (rL) will be used to determine the runout for the aforementioned landslide study, as 
(rL) can be determined through slope stability analyses. In addition, landslide volume would be a good 
parameter to used provided enough parameters i.e. landslide area is available for its derivation. Accurate 
runout predictions empower authorities and infrastructure planners to proactively implement tailored 
mitigation strategies. In addition, landslide runout predictions is crucial to establish safety measures when 
creating buffer zones, aiming to mitigate the effects of landslides [54,55]. 

5 Conclusions 
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Landslide runout distance is crucial for assessing landslide hazard and risk, particularly for identifying 
potentially affected elements. Predicting runout typically involves either empirical/statistical methods or 
analytical dynamic methods. However, obtaining reliable predictions requires sophisticated rheology models 
and material parameters, which are often unavailable, especially in developing nations such as Malaysia. In 
the absence of such data, it is highly recommended to estimate runout and landslide impacts using empirical 
methods [8,18,22,26,31,56]. 

In this study, we reviewed established and newly developed empirical models to estimate landslide runout in 
Malaysia. We based our recommendations on a comprehensive dataset of historical landslides in the country. 
We performed statistical analyses to assess the efficiency of various parameters, such as height of slope (H), 
travel distance (L), slope angle (θ), retrogression distance (rL), runout (Lu), and landslide volume (V). By 
comparing the constructed models with other established models using coefficients of determination (R2) and 
other statistical parameters like p-values, we evaluated the accuracy of the newly developed models. 

Our analyses revealed that multivariate equations, such as those combining V and H, yield better predictions 
than univariate models that only use parameter V. Univariate runout relationships are simpler but less 
accurate, while multivariate models offer improved accuracy. Notably, we found a strong relationship between 
retrogression distance (rL) and runout, as well as volume (V) and slope height (H) with runout. Determining 
landslide volume (V) can be challenging in practice. However, an equation (V = 2.482 A1.024    (25)) with 
determination coefficient of 0.99 was proposed by Amirahmadi et al. [23] to estimate volume of landslides by 
analyzing the landslide area. This equation stated to be applicable globally as it utilizes data from diverse 
regions across different countries [22,23]. On the other hand, accurate rL values can be obtained through 
slope stability analyses. 

Two new models were developed using retrogression distance, which provide reasonably good estimates of 
runout distance for Malaysia. However, it is essential to be cautious with an upper limit model, as it tends to 
overestimate runout distances.  

The limitation of this study is that the more sophisticated parameters such as landslide types and soil 
parameters on travel distance were not studied. In addition, it would be interesting to be able to complete the 
missing geotechnical information for the dataset in Table 15 and to add more landslide cases. Data collection 
in Malaysia, as noted by Sim et al. [1] and Gue et al. [57], is a labor-intensive process involving mining 
information from various sources. Much information is scattered among different parties, and some of the 
documents are classified, either because they contain sensitive information or due to the trade secrets used 
by certain parties [57]. Despite all the challenges, the predicted results are in reasonable agreement with 
observations. Additional explorations are recommended to further refine the newly developed empirical 
models. It is encouraged for other researchers to utilize and add to this database continuously to enhance 
both the quantity and quality of the data, as statistical analyses rely on robust datasets. At present, the 
suggestions proposed in this paper can be utilized as an approximate estimation for landslide runout in 
Malaysia. The empirical model, although in preliminary stages, shows some promising results, holding the 
potential to significantly enhance safety measures. By providing reasonably accurate predictions, even in its 
early stages, this model equips decision-makers with a valuable idea for implementing proactive safety 
measures, thereby mitigating the risks associated with landslides. 
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Extended abstract 

The society constitutes a system-of-systems of physically and virtually linking components (e.g., social, 
economic, infrastructure, environmental, and governance) that influence and interact with each other. This 
complex system is in a fragile equilibrium where disruption of one component can result in cascading failures 
across all systems. The COVID-19 pandemic and extreme climatic events have emphasized the disparities in 
resilience and security capabilities and the need for more holistic strategies that address the 
interdependencies between infrastructures that make up these interconnected social, natural, and built 
environments across the European Union (EU). The society is contingent on its ability to manage complexities 
across critical entities and develop cohesive and concerted efforts to withstand and adapt to all hazards. 

The consideration of hybrid threats adds another level of complexity especially through cascading effects. 
Resilience in the context of hybrid threats requires a perspective that goes beyond resilience in sectoral areas. 
Hence, the “whole-of-society” approach considering dependencies and interdependencies is needed. 
Developing the next generation of infrastructure interdependencies modelling requires multidisciplinary and 
collaborative approaches to enhance our understanding of operations of critical entities systems. Most 
research still focuses on assessing physical interdependencies to anticipate cascading failures for a limited 
number of infrastructure systems. Only a few works consider cyber, social, and governance aspects. Current 
assessments are limited by data availability, and they do not consider adaptation capabilities during a crisis. It 
is essential to lay the foundations to model the interactions among infrastructure systems in real-time to 
anticipate their impact on society’s mitigation and response capabilities to hybrid threats. 

The JRC work on hybrid threats proposes an analytical framework to conceptualize the phenomenon and 
provide more comprehensive analytics to counter them. It proposes a broad suite of measures at the EU and 
national levels designed to assess and mitigate vulnerabilities, streamline policies and procedures, and 
harness advanced technologies and capabilities to counter hybrid threats effectively and holistically. Cognitive 
computing can also be used to enhance the understanding of interdependencies and how infrastructure 
systems adapt to various types of disruption. Artificial intelligence could improve our understanding of critical 
entities' behaviour during a crisis, address current interdependencies modelling challenges, and assist human 
thinking and decision-making. 

This presentation will discuss and illustrate existing techniques that can be used to enhance the resilience of 
critical entities by: 

 Filling existing data gaps in identifying and understanding infrastructure interdependencies; and 

 Analysing critical entities' resilience to hybrid threats. 
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3 Conclusions of the Seminar 

We believe that the Seminar provided a glimpse of what the state of resilience is at the moment and likewise 
prospects in this field of research, which is tightly linked to reliability and risk analysis, assessment and 
management. The seminar highlighted the presence of multi-disciplinary group of scientists working on the 
subject that will be able to contribute to further works in the field, also within ESReDA activities. 

The 63rd Seminar served also as an opening event for the new ESReDA project group, Resilience Assessment 
of Critical Infrastructure, which was approved by the General Assembly of ESReDA during the meeting in April 
2023. This project group (PG) continues the work done in the previous ESReDA project group “Resilience 
Engineering and Modelling of Networked Infrastructure” during 2018-2021 period. This Seminar served as a 
forum to discuss the possible work directions of the project group, exchange ideas and set a work plan for the 
next years. A dedicated project group meeting was held on October 24, the day before the Seminar. 

With that in mind, we envisage the need to continue this work on resilience within the new ESReDA project 
group. Therefore we invite all interested institutions to contact the organisers to develop a joint plan for 
future work in the field of resilience. 
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Annexes 

 

 

Annex 1. Programme of the Seminar as presented. 

 

 
 

Day 1. Wednesday 25 October 

Start End Agenda item 

08:00   Departure from the Hotel* to JRC (organised BUS) 

09:15 09:30 Welcome to the participants (JRC, ESReDA) 

09:30 10:15 
PLENARY TALK I. Infrastructure Resilience: State of Science and Practice 

Igor Linkov 

10:15 12:00 
SESSION I. Resilience in the energy sector – part I 

Chair: Christophe Bérenguer 

10:15 10:30 
1. The resilience of the Ukraine's critical energy infrastructure during the war 

with Russia 
Andrii Davydiuk 

10:30 10:45 
2. On the resilience of the European Union natural gas system 
Rebecca Schill, Ricardo Fernández-Blanco, Nuria Rodríguez Gómez, Anca Costescu, 
Ricardo Bolado Lavín 

10:45 11:15 Break 

11:15 11:30 
3. Resilience enhancement of gas transmission system by remote control 

deployment of valves: methodology of indicator analysis and case study 
Bogdan Vamanu, Vytis Kopustinskas, Vladislavas Daškevičius and Andrius Dagys 

11:30 11:45 
4. Application of metaheuristic algorithms for finding strategy of optimal 

response to natural gas supply disruptions 
Ivars Zalitis, Laila Zemite and Aleksandrs Dolgicers 

11:45 12:00 
5. Hydrogen Electrolysers as a flexible source for the optimal operation of the 

distribution grid 
Irina Oleinikova, Basanta Raj Pokhrel, Marius Rasmussen and Sofie Lorentzen 

12:00 13:15 Lunch Break 

13:15 14:00 
PLENARY TALK II. Resilience analytical quantitative approaches to classify and 

rank first principle resilience and risk assessment and simulation options 
Ivo Häring 

14:00 15:00 
SESSION II. Indicators and metrics of resilience in critical infrastructures 

Chair: Myrto Konstantinidou 

14:00 14:15 

6. Risk and resilience-informed decision-making for strategic territorial risk 

management : from methodologies to practical implementation for 

infrastructures exposed to mountain natural hazards 
Jean-Marc Tacnet, Simon Carladous, Nour Chahrour and Christophe Bérenguer 

14:15 14:30 

7. Towards a modular co-simulation framework for the assessment of 

cascading effects among critical infrastructures and the impact on citizens 
Till Martini, Julia Rosin, Joanna Zarah Vetter, Stefan Neuhäuser, Eridy Lukau, Faruk 
Catal, Maurizio Boigk, Maik Simon, Michael Monteforte, Michael Gerold, Windy Phung, 
Steffen Dietze, Jörg Finger, Patrick Brausewetter and Steffen Nicolai 

14:30 14:45 
8. Remaining Useful Life of hydraulic steel structures under high-cycle fatigue 

Presentation of the chair Medelia and preliminary study of a lock gate 
Julien Baroth, Vincent Michaud, Rafael Estevez and Arnaud Isaac 

14:45 15:00 
9. Resilience Metrics for Interdependent Infrastructure Systems: 

Characterization in full-scale Application 
Paolo Trucco and Boris Petrenj 

15:00 15:30 Break 
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15:30 16:30 
SESSION III. Resilience of critical assets and impact on urban infrastructures 

Chair: Jean-Marc Tacnet 

15:30 15:45 
10. A territorial view to the resilience of infrastructures 
David Javier Castro Rodriguez, Micaela Demichela 

15:45 16:00 
11. Use of Multi-Criteria Decision Analysis for assessing the resilience of 

Critical Entity systems 
Frédéric Petit 

16:00 16:15 
12. The main topics of discussion and research on issues of modelling 

systemic changes in urban systems 

Katarzyna Goch, Przemysław Śleszyński and Andrzej Affek 

17:00   Departure from JRC to the Hotel* (organised BUS) 

19:00   Gala dinner at the Hotel* 

   End of Day 1 

* Dolce Milano Malpensa Hotel 

 

 

Day 2. Thursday 26 October 

 

Start End Agenda item 

08:00   Departure from the Hotel* to JRC (organised BUS) 

09:15 09:45 
PLENARY TALK III. Risk preparedness regulation in the electricity sector: aims 

and challenges 
Marta Poncela Blanco 

09:45 10:30 
SESSION IV. Resilience in the energy sector – part II 

Chair: Laila Zemīte 

09:45 10:00 

13. Impacts of Climate Change on interdependent Critical Energy 

Infrastructure: Direct and Cascading Effects across Energy Production, 

Transport and Demand  
Ricardo Tavares da Costa, Elisabeth Krausmann and Marta Poncela 

10:00 10:15 
14. Fragility assessment of power grid infrastructure towards climate 

resilience and adaptation 

Georgios Karagiannakis, Mathaios Panteli and Sotirios Argyroudis 

10:15 10:30 

15. Feasibility Study: Improving Low-inertia Power System Resilience by Novel 

Load Shedding Method Including Control of Synchronous Condensers’ Power 

Injections 
Antans Sauhats, Andrejs Utans, Dmitrijs Guzs, Diana Zalostiba, Anna Mutule and Oskars 
Grigals 

10:30 11:00 Break 

11:00 12:00 
SESSION V. Resilience in the energy sector - part III 

Chair: Saulius Gudžius 

11:15 11:30 

16. An innovative methodology for risk-based resilience assessment to 

prioritize grid interventions against natural threats in the Italian power 

system 

Emanuele Ciapessoni, Diego Cirio, Andrea Pitto, Silverio Casulli, Giuseppe Berrettoni, 
Federico Falorni, Francesca Scavo, Greta Magnolia, Francesco Marzullo and Enrico Maria 
Carlini 

11:30 11:45 
17. The Resilience Assessment in Electricity sector: How to get started, holistic 

or segmented view? 
Maria Luisa Alberto and Manuela Gaivéo 

11:45 12:00 
18. Modelling of power disruption scenarios by PyPSA in the Baltic region 
Isabel Asensio Bermejo, Hrvoje Foretić, Vytis Kopustinskas 
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Start End Agenda item 

12:00 13:15 Lunch Break 

13:15 14:00 
SESSION VI. Resilience of the energy sector by renewable generation 

Chair: Hrvoje Foretić 

13:15 13:30 
19. The Impact of Small Hydro Power Plants on the Adequacy of a Power 

System with High Penetration of Renewable Energy Sources 

Jonas Vaičys, Saulius Gudžius, Audrius Jonaitis and Daivis Virbickas 

13:30 13:45 
20. Evaluation matrix to select appropriate countermeasures for Offshore 

Windfarm protection 
Babette Tecklenburg, Alexander Gabriel, Arto Niemi and Frank Sill Torres 

13:45 14:00 
21. Addressing the Risk of Prolonged Periods of Low Renewable Generation in 

Power Systems Resilient Planning 
Ektor-Ioannis Stasinos, Mathaios Panteli and Nikos Hatziargyriou 

14:00 14:20 Break 

14:20 15:20 
SESSION VII. Resilience of complex systems 

Chair: Micaela Demichela 

14:20 14:35 
22. Assessing risk of water damage to buildings under current and future 

climates 
Ola Haug, Claudio Heinrich-Mertsching and Thordis Thorarinsdottir 

14:35 14:50 
23. Flood resilience and sustainability in bridge climate adaptation 

Stergios Aristoteles Mitoulis and Sotirios Argyroudis 

14:50 15:05 
24. An Empirical Model for Predicting Landslide Runout Distance in Malaysia 
Kwan Ben Sim, Min Lee Lee, Rasa Remenyte-Prescott and Soon Yee Wong 

15:05 15:20 
25. Complex Systems Resilience to Hybrid Threats 
Frédéric Petit, Stefano Ruberto, Monica Cardarilli and Georgios Valsamos 

15:20 15:45 Closing of the Seminar 

16:00   Departure from JRC to the Hotel* and Malpensa Airport (organised BUS) 

    End of Day 2 and Seminar 

* Dolce Milano Malpensa Hotel 

 

 

Annex 2. Plenary speakers  

 

Speaker 1: Igor Linkov - Infrastructure Resilience: State of Science and Practice 

Dr. Igor Linkov is Senior Science and Technology Manager with the US Army 
Engineer Research and Development Center (ERDC), and Adjunct Professor 
with Carnegie Mellon University.  He is responsible for ERDC’s project 
portfolio in the areas of crises mitigation and resilience.  He develops 
methods and tools for measuring resilience in interconnected network and 
applies these tools to critical infrastructure, transportation, energy and 
cyber systems, supply chains as well as command and control systems. He 
is Army representative at the White House Networking and Information 
Technology Research and Development (NITRD) Program.  He has published 
widely on environmental and technology policy, climate change, and risk 
and resilience analytics, including twenty five books and over 500 peer-
reviewed papers and book chapters in top journals, like Nature, Nature Nanotechnology, Nature Climate 
Change, among others.  Dr. Linkov is Elected Fellow with the American Association for the Advancement of 
Science (AAAS) and Society for Risk Analysis. Dr. Linkov has received multiple USACE, Army and DOD Awards 
and Civilian Service medals, including the highest Civilian Award in the US Army and 2023 Army’s 
Humanitarian Assistance Medal, as well 2020 DOD Top Scientist Award.  He received multiple awards from 
the Society for Risk Analysis (SRA), 2022 Edgeworth-Pareto Award from the International Society for Multi 
Criteria Decision Making (MCDM), 2022 IDRiM Distinguished Research Award, and 2021 Arthur Flemming 
Award for outstanding public service. 
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Speaker 2: Ivo Häring - Resilience Analytical Quantitative Approaches to Classify and Rank First 

Principle Resilience and Risk Assessment and Simulation Options 

Dr. Ivo Häring gained his doctorate at Max-Planck-Institute for the Physics of 
Complex Systems (MPIPKS) and TU Dresden. Since 2004 he works at Fraunhofer 
Ernst-Mach-Institute (EMI), currently as Senior Scientist in the Department Safety 
and Resilience of Technical Systems. He lectures for the master courses Risk 
Engineering at Furtwangen University of Applied Science (HFU) and Sustainable 
Systems Engineering at the corresponding department INATECH of the Faculty of 
Engineering of the University of Freiburg. Research projects (set up) and 
corresponding publication record cover in 2023 25 million Euro research funding. 
Domains of interest include analysis of event probabilities and susceptibility, of 
hazards and damage, vulnerability, risks and resilience of socio-technical systems. 
Furthermore, concepts of technical risk and resilience analysis, engineering and 
management, functional safety analysis and related methods, in particular when applied to new domains, e.g. 
autonomous driving. Sample projects include EU projects in critical infrastructure resilience domain covering 
electricity (eFORT), gas networks and Storage (SecureGas, EDEN), telecommunication (RESISTO), transport 
(TRESSPASS, XP-DITE), and urban infrastructure (EDEN, D-BOX, ENCOUNTER, VITRUV), countering of large-
scale fires (AF3), as well as projects covering several CIs (RESILIENS, SnowBall). He (co-)authored 2 books, 24 
articles, 68 conference papers and 7 book chapters. 

 

Speaker 3: Marta Poncela Blanco - Risk Preparedness Regulation in the 

Electricity Sector: Aims and Challenges  

Dr. Marta Poncela studied MSc electrical engineering at the University of 
Valladolid where she also obtained a PhD in information and telecommunication 
technologies. Currently she is Policy Officer at the European Commission, 
Directorate General for Energy, Energy Security and Safety unit.  Previously she 
worked at the European Commission, DG Joint Research Centre for 9 years, in the 
Energy Security, Distribution and Markets Unit doing research for policy support 
on risk preparedness for the electricity sector, resource adequacy, smart grid 
laboratories and projects of common interest among other topics. Before joining 
the European Commission, she was for more than 10 years the responsible of the 
energy division at Cartif technology centre in Spain working on energy efficiency, renewable energy and 
hydrogen. 

Her research areas include risk assessment for the electricity sector, resource adequacy and integration of 
renewable energies into the grid. She is an expert in modelling, forecasting techniques and statistical analysis 
applied to the energy system. She has worked in several R&D projects in the energy sector, and she is author 
of several reports, book chapters and scientific papers. 
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Annex 3: About the Seminar 

 

 

63rd ESReDA Seminar  

on  

Resilience assessment: Methodological challenges 

and applications to critical infrastructures 

25-26 October 2023 

JRC Conference Centre – bdg 36 – 1st floor, Module C 

European Commission Joint Research Centre (JRC) 

Via Enrico Fermi 2749, I-21027 Ispra (VA), Italy 
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A. Seminar organisation 

The Seminar is jointly organised by ESReDA and JRC. 

B. Location 

European Commission Joint Research Centre (JRC) 

Via Enrico Fermi 2749, I-21027 Ispra (VA), Italy 

C. Chairperson of the Seminar 

Kristine VLAGSMA (European Commission, Joint Research Centre) 

D. Technical Programme Committee (TPC) 

John ANDREWS, University of Nottingham, UK 

Florent ARRIGNON, MAD-Environment, France 

Anne BARROS, CentraleSupélec, France 

Julien BAROTH, University of Grenoble, France 

Christophe BÉRENGUER, University of Grenoble, France 

Marko ČEPIN, University of Ljubljana, Slovenia 

Nicolas DECHY, IRSN, France 

Sebastien DELMOTTE, MAD-Environment, France 

Mohamed EID, RiskLyse, France 

Gianluca FULLI, JRC Directorate C – Energy, Mobility and Climate, Italy 

Antonio J. GUILLÉN, Ingeman, Spain 

Saulius GUDŽIUS, Kaunas University of Technology, Lithuania 

Rainer JUNGWIRTH, JRC Directorate E – Space, Security and Migration, Italy 

*Vytis KOPUSTINSKAS, JRC Directorate C – Energy, Mobility and Climate, Italy 

Elisabeth KRAUSMANN, JRC Directorate E – Space, Security and Migration, Italy 

Pierre-Etienne LABEAU, Université libre de Bruxelles, Belgium 

Andre LANNOY, IMdR, France 

Marcelo MASERA, Politecnico di Torino, Italy 

Tomasz NOWAKOWSKI, Wroclaw University of Science and Technology, Poland 

Rasa REMENYTĖ-PRESCOTT, University of Nottingham, United Kingdom 

Sigitas RIMKEVIČIUS, Lithuanian Energy Institute, Lithuania 
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Antonio Jesus SANCHEZ HERGUEDAS, University of Seville, Spain 

Giovanni SANSAVINI, ETH Zürich, Switzerland 

John STOOP, Kindunos, Netherlands 

Jean-Marc TACNET, University of Grenoble, France 

Agnieszka TUBIS, Wroclaw University of Science and Technology, Poland 

Bogdan VAMANU, ‘Horia Hulubei’ National Institute of Physics and Nuclear Engineering, Romania 

Laila ZEMITE, Riga Technical University, Latvia 

*Technical Programme Committee chairperson 

E. Local Organisation Committee 

Virginie PETITJEAN (JRC Directorate C – Energy, Mobility and Climate, Netherlands) 

Isabel ASENSIO (JRC Directorate C – Energy, Mobility and Climate, Italy) 

Hrvoje FORETIĆ (JRC Directorate C – Energy, Mobility and Climate, Netherlands) 

Vytis KOPUSTINSKAS (JRC Directorate C – Energy, Mobility and Climate, Italy) 

F. Scope of the seminar 

Research in resilience of infrastructure systems has been constantly increasing during the last decade 
and is expected to grow further. Although the term resilience was used in material science already in 
19th century, the current meaning of system resilience originates from research in ecology back in 70s. 
Self-repairable computer systems, being developed also in the same decade for space and defence 
applications, could be considered as examples of resilience applications in engineering. Resilience 
applications in technical systems domain have evolved most significantly during the last two decades 
and the term resilience has already been transferred to the policy domain, as the Directive on the 
Resilience of Critical Entities (CER Directive) went into force in January 2023 and replaced the Critical 
Infrastructure Directive, published in 2008. 

Two fundamental points in resilience domain to be addressed by the Seminar are: 

 The methodological development of resilience assessment from a conceptual framework to 
modelling approaches. 

 The metrics for resilience assessment and development of quantitative tools for decision-
making. 

The 63rd ESReDA seminar will be a forum for exploring these points and other related questions. We 
aim to discuss theories, concepts, and experiences of resilience assessment methodologies and 
applications. Authors are invited to present their proposals and discuss successes and/or failures and to 
identify future needs in resilience research. We want to encourage new ideas, scientific papers, 
conceptual papers, case studies and cross-sectoral research on this topic with examples and 
applications of infrastructures exposed to both technological and natural threats, hazards. This seminar 
will bring together researchers, practitioners and decision-makers. 

G. Target groups and domains of application (examples) 

Papers for the seminar are welcome from various stakeholders (industry, academia, R&D consultancy 
organisations) and could address different infrastructure sectors: 

 Energy sector (electricity, gas, hydrogen) 
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 Transport sector (rail, road, air and maritime) 

 Other Critical infrastructures, networks and entities 

 Urban development 

 Public sector and government 

This seminar is aimed at addressing resilience due to different hazards and threats, such as: 

 Disruptions of infrastructures due to aging or random failures, 

 Natural disasters, 

 Intentional attacks or man-made hazards, 

 Emerging threats (e.g. hybrid). 

Interdependencies of infrastructures and cascading effects are also among the topics of the Seminar. It 
integrates as well technical, human, organizational, social, financial dimensions. Other topics may be 
included if they fit well within the topic on resilience assessment. 

 

Annex 4: About ESReDA organisation and activities 

 

European Safety, Reliability & Data Association (ESReDA) 

European Safety, Reliability & Data Association (ESReDA) is a European Association established in 1992 to 
promote research, application and training in Reliability, Availability, Maintainability and Safety (RAMS). The 
Association provides a forum for the exchange of information, data and current research in Safety and 
Reliability. The contents of ESReDA seminar proceedings do not necessarily reflect the position of ESReDA. 
They are the sole responsibility of the authors concerned. ESReDA seminar’s proceedings are designed for free 
public distribution. Reproduction is authorized provided the source is acknowledged. 

ESReDA membership is open to organisations, privates or governmental institutes, industry researchers and 
consultants, who are active in the field of Safety and Reliability. Membership fees are currently 1000 EURO 
for organisations and 500 EURO for universities and individual members. Special sponsoring or associate 
membership is also available. 

For more information and available ESReDA proceedings please consult: http://www.esreda.org/. 

 

ESReDA project group on Resilience Assessment of Critical Infrastructures 

ESReDA is currently running a new project group (PG) on Resilience Assessment of Critical Infrastructure, 
approved by the General Assembly of ESReDA during the meeting in April 2023. This project group (PG) 
continues the work done in the previous ESReDA project group “Resilience Engineering and Modelling of 
Networked Infrastructure” during 2018-2021 years. 

The aim of the PG is to develop and propose an integrated approach for quantitative resilience assessment 
including management decisions (comparison of solutions for investment, maintenance) in a context of 
uncertain scenarios (global change and emerging threats). 

This Seminar served as a forum to discuss the work of the project group, exchange ideas and set a work plan 
for the next years. A dedicated project group meeting was held on October 24, the day before the Seminar. 
We invite all interested institutions to contact the organisers to develop a joint plan for future work in the 
field of resilience and contribute to the project group. 

 

 

http://www.esreda.org/


 

 

  

Getting in touch with the EU 

In person 

All over the European Union there are hundreds of Europe Direct centres. You can find the address of the 
centre nearest you online (european-union.europa.eu/contact-eu/meet-us_en). 

On the phone or in writing 

Europe Direct is a service that answers your questions about the European Union. You can contact this 
service: 

— by freephone: 00 800 6 7 8 9 10 11 (certain operators may charge for these calls), 

— at the following standard number: +32 22999696, 

— via the following form: european-union.europa.eu/contact-eu/write-us_en. 

 

Finding information about the EU 

Online 

Information about the European Union in all the official languages of the EU is available on the Europa 
website (european-union.europa.eu). 

EU publications 

You can view or order EU publications at op.europa.eu/en/publications. Multiple copies of free 
publications can be obtained by contacting Europe Direct or your local documentation centre (european-
union.europa.eu/contact-eu/meet-us_en). 

EU law and related documents 

For access to legal information from the EU, including all EU law since 1951 in all the official language 
versions, go to EUR-Lex (eur-lex.europa.eu). 

EU open data 

The portal data.europa.eu provides access to open datasets from the EU institutions, bodies and 
agencies. These can be downloaded and reused for free, for both commercial and non-commercial 
purposes. The portal also provides access to a wealth of datasets from European countries. 

 

https://european-union.europa.eu/contact-eu/meet-us_en
https://european-union.europa.eu/contact-eu/write-us_en
https://european-union.europa.eu/index_en
https://op.europa.eu/en/publications
https://european-union.europa.eu/contact-eu/meet-us_en
https://european-union.europa.eu/contact-eu/meet-us_en
https://eur-lex.europa.eu/
https://data.europa.eu/en
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